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“Continuing the actions aimed at increasing international 
outreach of E-mentor scientific journal in print and online 
(open access)” – a task financed under the agreement 
No. 693/P-DUN/20I9 from the funds of the Minister of 
Science and Higher Education in Poland designated for the 
dissemination of research and science achievements.

„Kontynuacja działań na rzecz zwiększenia międzynarodo-
wego zasięgu czasopisma E-mentor w wersji drukowanej 
i online (o otwartym dostępie)” – zadanie finansowane 
w ramach umowy nr 693/P-DUN/20I9 ze środków Ministra 
Nauki i Szkolnictwa Wyższego przeznaczonych na działal-
ność upowszechniającą naukę.

Dear E-mentor readers,
After the success of our first attempts to reach the international audience by 

the E-mentor academic journal, we continue our project, based on publishing 
some e-mentor volumes entirely in English. The current issue covers a range 
of topics reflecting how technology influences both the teaching and learn-
ing processes at the university and knowledge management in the corporate 
environment. Quite a lot of attention has been devoted to peoples’ attitudes, 
behaviors, and expectations stimulated by the changes in contemporary socie-
ties. On the one side, the reflections concern broad issues such as knowledge 
exchange in the sharing economy or the perception of career success. On the 
other, they refer to more specific topics like the relationship between students’ 
online learning performance and their individual identity or dependence on the 
learning results on the features of Z Generation as a whole. 

Another aspect is being considered by the group of authors who present the results of research on how 
different types of media used for delivering learning content influence the learning outcomes. The two others 
describe the results of applying computer simulations to teaching real-life examples during the microeconom-
ics course.

And last but not least, it is worth to mention two articles not directly linked to teaching – one opens this 
volume, and the other one closes it. The first refers to the richness of information and analyzes the obstacles 
in deriving the knowledge from the big data sets collected in the libraries and online catalogs. The second 
mentioned article tackles the accessibility issue illustrating it by a bit unusual example of creating the art which 
can be touched and heard, which makes it accessible to visually impaired or blind visitors of exhibitions centers. 
That, quite a new trend of making art accessible, appears more and more often in contemporary publications, 
including e-mentor journal as well.

The process of publishing the international versions of E-mentor entirely in English will be continued in the 
year 2020 as well. We do encourage the researchers both from academia and from business to publish with 
us. E-mentor is an open-access journal available for free online and in printed form. There is also no charge 
for publishing. All scientific papers are peer-reviewed (we apply the double-blind review procedure), and the 
journal is indexed in several international databases, including Web of Science ESCI base.

A brief guide for Authors can be found on last but one page of the journal. More detailed instructions and 
the submission form are available online at http://www.e-mentor.edu.pl/eng/page/8/Info_for_Authors. If you 
have any questions concerning the publication in e-mentor, please contact the editorial team at redakcja@
e-mentor.edu.pl.

Maria Zając
Editor

From the Editor
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Challenges Related to Identifying 
Sources and Document Collection 
for Big Data Analyses

Grzegorz Gmiterek*

For some time now we have been witnessing a gradual but 
dynamic increase in the volume of information, the exist-
ence of which has had an increasing effect on our lives. 
The amount of digital data generated daily is estimated at 
3 trillion bytes, and continues to grow by the day (Global AI 
Bootcamp, 2018). This is a result of data being generated 
by various digital platforms, as well as sensors, the internet 
and the billions of cell phones used every day (Henke et 
al., 2016). The mass storage capacity of these devices is 
increasing, and the cost of storing data is declining rapidly. 
The information overflow which occurred during the first 
decade of the 21st century was accompanied by phenomena 
such as the rapid influx of information and knowledge, but 
also the intensification of information chaos (Babik, 2010, 
p. 22). The creation of mass information resources is a global 
phenomenon affecting various areas of life, science, culture, 
the economy, etc. It is thus no wonder that Płoszajski (2013, 
p. 6) claims that we are witnessing the advent of a revolution 
which brings with it unlimited data processing as a result 
of the exponential growth in computing power, as well as 
broader and more affordable access to the data.

For the purpose of this article, the following defini-
tion of big data found in the relevant literature is used: 
the term is used to refer to data sets which are large in 
volume and diverse, accumulate in real time, are changing, 
complex and require the use of innovative technologies, 
tools and IT methods for the purpose of extracting new 
and useful knowledge (Tabakow, Korczak and Franczyk, 
2014, p. 141).

Purpose of the article and methods

The purpose of this article is to analyze selected 
issues and challenges related to identifying and 
collecting large volumes of digital information (big 
data) from the perspective of information science and 
within the context of applying the tools and resources 
offered by libraries (primarily research libraries). 
The research process was qualitative in nature, with 
a critical analysis of the relevant literature as well as 
of documents found in technical and specialist press 

and on websites. An important source of knowledge 
on publications concerned with identifying and col-
lecting large volumes of data was the Library, Informa-
tion Science & Technology Abstracts database, which 
contains information on sources from the areas of 
book science, information science, bibliometry etc.
A query was also conducted in the abstract and full-
text databases available via the Chamo discovery sys-
tem offered by the Warsaw University Library, which 
integrates the resources from several dozen scientific 
and thematic sources.

The purpose of the article was also to characterize 
certain functional tools (in particular discovery sys-
tems) and to identify major issues related to sources 
and searches in the processing, collecting and organ-
izing of large volumes of data, as well as accessibility 
and classification from the perspective of document 
typology. An important source of knowledge on the 
topic was the experience acquired by the author over 
the course of the research project Exploring sources 
of data on the topic of R+D+I activity, financed via 
a grant awarded by the National Center for Research 
and Development and conducted at the Department 
of Media Information Technologies of the Faculty of 
Journalism, Information and Book Studies, University 
of Warsaw. The project was carried out between July 
2017 and December 2018 under the supervision of 
Professor Włodzimierz Gogołek.

Due to article size restrictions, only selected is-
sues have been analyzed in this paper. Not all major 
issues have been taken into account that a discerning 
reader could consider meriting analysis (e.g. the typol-
ogy of sources and search tool classification criteria, 
information search strategies, the applications and 
functionalities of tools facilitating automated digital 
resource collection, using software which adds new 
functionalities to search engines and browsers). Hence 
a comprehensive analysis of the issues related to big 
data source identification, although it would be of 
much methodological utility, is beyond the scope of 
this article. However, the author hopes that this topic 
will be analyzed more extensively in the future.

*  University of Warsaw, Poland
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1 Based on the results of a search query conducted in the Library, Information Science & Technology Abstracts data-
base on 12.21.2018. The purpose of the search was to find articles related to the term “big data”. Information was 
found on 1262 documents created between 2010 and 2018.
2 An example of this is Facebook, where a number of posts can be found by librarians and information scientists 
from around the globe.
3 Recent examples of such conferences include: Big Data w humanistyce i naukach społecznych (Big data in the humanities 
and social sciences, 21–22 November 2018, Institute of Library and Information Science of the University of Wrocław); 
XII edition of the Automatyzacja Bibliotek (Library Automation) series: Biblioteki w cyberprzestrzeni: Inspiracje Światowego 
Kongresu IFLA Wrocław 2017 (Libraries in Cyberspace: Inspirations of the 2017 IFLA World Congress in Wroclaw, 13–14 No-
vember 2018, Warsaw); Małopolskie Forum Bibliotek. Biblioteka 2.028. Między nadmiarem a niedostatkiem (Lesser Poland 
Library Forum. Library 2.028. Between excess and deficiency, 24–26 October, Krakow); VIII Krajowa Konferencja Naukowa 
INFOBAZY 2017 – Bazy Danych dla Nauki – dane, wiedza, e-usługi (2017 INFOBASES VIII National Scientific Conference – Da-
tabases for Science – data, knowledge, e-services, 11–13 September 2017, Gdansk).

Challenges Related to Identifying Sources and Document...

Information science and libraries 
in the world of big data processing

Big data processing has been at the center of much 
debate across research publications from various 
fields. The Web of Science (an abstract and bibliomet-
ric database developed by Thomson Reuters) database 
shows an increase in the number of publications 
submitted on this topic starting from 2012. These 
are publications from the fields of computer science, 
engineering, telecommunications, business, the 
social sciences, mathematics, medicine, education, 
environmental protection and information science. 
In the case of the latter, the major issues appear to 
be identifying sources, as well as searching, collect-
ing, storing and organizing the large volumes of data, 
which requires the use of unconventional methods and 
tools in order to access them (including data located 
in what is referred to as the deep web). Of utility in 
this respect is an understanding of effective search 
methods and strategies, query languages and effec-
tive use of the bibliographic, abstract and full-text 
databases offered by institutions such as libraries. 
This applies particularly in situations where the large 
volume of data to be analyzed consists primarily of 
scientific sources.

Issues related to big data analysis have been dis-
cussed in book and information science literature, 
including articles on the functioning of libraries, 
methods of organizing resources and information/li-
brary processes. Information science is a discipline 
concerned with the theoretical and practical aspects of 
information-related activities, their tools and methods, 
including, in particular, information systems, informative 
sources, information sources, methods and tools used in 
information processes and the information-related behav-
iors of users of information systems, sources and services 
(Sosińska-Kalata and Pindlowa, 2017, p. 725).

It should be noted that Nicholson coined the term 
bibliomining as early as in 2003, referring to the use 
of data exploration methods by libraries (Nicholson, 
2003, p. 146). However, it was not until recently that 
a marked increase in publications on issues such as 
big data processing has been observed within the 
context of information and database management. 
Even a cursory analysis of the most relevant search 
results in the Library, Information Science & Technol-

ogy Abstracts database demonstrates that there exist 
numerous publications on big data related to such 
subjects as social media, IT, AI, digital publications, 
data exploration and the related software, ontology, 
metadata and digital libraries.1 A large proportion of 
these are publications presenting the idea of big data, 
but also indicating the challenges and possibilities 
related to the phenomenon. The issue is also being 
discussed with increasing frequency on expert portals 
and blogs (Wójcik, 2016, p. 63), while librarians and 
information scientists discuss the topic in social me-
dia.2 That there is interest in the topic is evident by 
the increasing popularity of conferences organized in 
Poland on issues that relate to varying degrees with 
the processing of large volumes of data.3

Information scientists also describe the issue of 
developing a methodology to make it possible to 
effectively identify trends (Świgoń, 2018; Ahmed and 
Ameen, 2017), as well as the sources of documents and 
publications for big data processing (Ball, 2013; Cuz-
zocrea, Simitsis and Song, 2017; Hoy, 2014; Reinhalter 
and Wittmann, 2014; Tuppen, Rose and Drosopoulou, 
2016). In this case, Świgoń (2018, p. 128) defines 
trends as primarily technological changes, but also other 
changes, e.g. social, cultural, environmental, economic, 
and political, which influence the human infosphere. The 
infosphere is also referred to by information scientists 
as information space, information environment or 
information networks (Ibid.).

It appears that the issue of identifying trends is to 
a large extent related to the application of tools, abili-
ties and methods used every day by library employees 
(especially employees of research and university librar-
ies). The issue is also related to library tools which 
integrate the ability to search diverse digital resources, 
which may be part of licensed abstract and full-text 
bibliographic databases, abstract and bibliometric 
databases, as well as digital libraries and repositor-
ies. The tools offered by libraries constitute one of 
the fundamental methods of verifying content, which 
comprises frequently updated, selected literature on 
a given research problem. It is important to remem-
ber that this literature is not only limited to scholarly 
analyses (expert knowledge on a subject). Libraries, 
especially research and specialized libraries, offer 
a range of tools which enable access to various types 
of data, including what is referred to as gray literature. 
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Nevertheless, the knowledge on information science 
possessed by librarians and information specialists 
may also be of utility, including the knowledge of in-
ternet search engine trends, methods of determining 
search and data collection strategies and sources of 
various types and applications. The claim expressed 
in an Onet.pl interview by Wiesław Cetera, one of 
the researchers responsible for the project Exploring 
sources of data on B+R+I activity, according to which 
“data processing is at the center of attention during 
design work and is a pivotal part of the system used 
in the project, but it all begins with people – informa-
tion scientists who can steer exploration in the right 
direction,” thus appears valid. “They determine where 
we can expect to find useful data. It is necessary to 
reach them” (Żemła, 2018). Naturally, depending on 
the research problems and areas in which a user would 
like to explore sources, a different search and identi-
fication strategy will be implemented and other tools 
will be used. This may constitute a heuristic method 
of source identification and document searching.

Discovery systems and identifying 
document sources for big data analyses

From the perspective of identifying research ar-
ticles or documents, collecting them for further big 
data analyses, as well as using accurate and up-to-date 
data for determining long-term development trends, it 
appears important to use the functionalities offered by 
tools referred to as discovery systems. These enable 
quick discovery and convenient retrieval of sources 
available in a given library (or library group). Discovery 
systems enable integrated searches in multiple sources 
at one time, e.g. full-text databases, bibliographic da-
tabases, bibliographic and abstract databases, digital 
libraries and archives, library catalogs, as well as blogs, 
websites and themed resource guides – LibGuides.4 
Example institutions which make extensive use of the 
above include the Villanova University Library in the 
USA5 and the Oxford University library.6

As mentioned earlier, discovery systems are cur-
rently also used to develop tools which integrate 
information on sources from several institutions, both 
traditional and digital. The Lublin Virtual Library is one 
such case, as it enables users to search library catalogs 
of databases, commercial full-text bibliographic and 
abstract databases, as well as open access resources. 
The project was developed based on the Primo system 

created by ExLibris.7 It is worth noting that discovery 
systems are analyzed in the relevant literature both 
within the context of discovery interfaces and discov-
ery services. The solution in question constitutes soft-
ware which is installed in addition to the document 
information access tools offered by a given library 
and utilizes cloud computing (Skórka, 2017, p. 136). 
Modern discovery systems include such open source 
solutions as VuFind (used by the aforementioned Vil-
lanova University library) and commercial solutions 
like Primo ExLibris and Chamo Discovery.8

A distinctive feature of the above systems is that 
they offer users advanced search options and faceted 
management of relevant search results. Facets in this 
case refer to the attributes of the searched documents. 
Using facets can help narrow down search results 
within a single category, organized according to 
a criterion available in the faceted navigation function, 
such as author, collection, language, type of docu-
ment, date etc. As emphasized by Laura Morse from 
the Open Discovery Initiative and Harvard University, 
discovery systems are of extreme significance to the research 
ecosystem (NISO, 2014). They enable users to find the 
most up-to-date sources of knowledge created by 
researchers from around the world. What is more, 
such tools constitute a fundamental method of veri-
fying content, which comprises frequently updated, 
selected literature on a given research problem and 
the accompanying metadata.

It is also worth noting that individual bibliographic, 
bibliographic-abstract and full-text databases also of-
fer the aforementioned faceted navigation function. 
In addition, some of these databases (e.g. Science 
Direct) offer the option to bulk download entire texts 
or export search results as publication metadata into 
a calculation sheet or bibliography manager tool (e.g. 
IEEE Xplore Digital Library enables exporting search 
results containing the detailed metadata of publica-
tions and their abstracts as CSV files).

Typology of identified documents

Within the context of identifying large volumes 
of data it is worth giving at least a cursory review 
of the issue of the typology or organization of the 
documents to be processed. A suitable typology may 
render it easier to organize the collected content and 
the subsequent data analysis and result interpretation. 
Articles to be processed come from various sources, 

4 More information on LibGuides can be found in Derfert-Wolf, L. (2011). Specjalista informacji 2.0? Bibliotekarz 
dziedzinowy 2.0? Nowa forma przewodników po zasobach – LibGuides. Biuletyn EBIB, 119(1). Retrieved from http://
tiny.cc/4grhcz
5 Villanova University. (n.d.) Falvey. Memorial Library. Retrieved 01.18.2019 from https://library.villanova.edu/
6 Bodleian Libraries. University of Oxford. Search Oxford’s Libraries Online. (n.d.) Retrieved 9.08.2019 from https://
www.bodleian.ox.ac.uk/
7 Lubelska Biblioteka Wirtualna. (n.d.) Retrieved 9.08.2019 from http://projektlbw.lublin.eu/
8 More information on discovery systems, their features and functionalities can be found in the doctoral dissertation 
of Dominika Paleczna. The dissertation is available in the electronic repository of Warsaw University. Paleczna, D. 
(2016). Aspects of Designing and Evaluation of Library Information Systems at the beginning of the 21st century. Retrieved 
from https://depotuw.ceon.pl/handle/item/1531
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e.g. blogs, microblogs, forums, information portals, 
RSS channels, data wholesalers (see Busłowska and 
Wiktorzak, 2014, pp. 2491–2493; Drosio and Stanek, 
2017, p. 107; Maślanowski, 2015, p. 168; Rodak, 
2017; TQMSOFT, 2018). The data typically processed 
today come from various meters, sensors, logs, GPS 
devices, as well in the form of sequences of clicks on 
websites (Burnet-Wyrwa, 2017, p. 47). These may to 
a large extent constitute open-access data (Otwarte 
Dane, n.d.).

Resources which are to be processed may be ex-
ternal or internal, historical or current. The diversity 
of documents in big data analyses is thus a key issue, 
particularly in the case of processing unstructured 
data sets. To be more precise, it is important to 
note that currently more than 90% of information 
is recorded in an unstructured form (Kim, Trimi and 
Chung, 2014, p. 78).

The document typology used by a researcher can 
be based on content (e.g. industry-related, research, 
education, official, social), form of presentation, file 
format, method of access (including the degree of 
openness and confidentiality, availability in the surface 
and deep web), relevance, completeness, multimedia 
use and being up-to-date with regard to the informa-
tion contained. In the case of identifying resources 
for big data processing, the classical typology can also 
be applied, which refers to the traditional division of 
sources into primary, secondary and derivative. This 
typology takes into account the origins of sources, the 
way they were created and the degree to which they 
have been processed. A distinctive feature of primary 
sources is that their content remains in the original 
form envisioned by the author. Secondary sources are 
created based on primary or derivative sources and 
reflect their features in terms of content (Głowacka, Ja-
rocki, Kowalska, Kurkowska and Pamuła-Cieślak, 2016, 
p. 190). Derivative sources contain information on pri-
mary and secondary sources. Their distinctive feature 
is that they enable readers to learn about the content 
of the other two types of sources (Ibid.). Examples of 
derivative sources include bibliographic descriptions 
and bibliographies, documentation descriptions and 
thematic compilations (Hancko, 1972, pp. 18–26). 
However, in today’s world, these are also abstract 
databases and publications, RSS channels, information 
bulletins, guides and other types of sources.

Open access to resources and collecting 
large volumes of data

One of the purposes of research libraries is to 
collect high-quality library resources. This implies 
that such institutions should create spaces where 
knowledge is collected and made available as part of 
historical collections, as well as being contained in 
the latest, up-to-date information sources (Materska, 
2016a, p. 65). However, it should be noted that, in 
the case of digital sources available via libraries, the 
number of documents possible to be downloaded 
by a user for the purpose of further processing is 

 frequently limited. In the case of license-based da-
tabases offered by libraries, their terms of service 
frequently clearly specify how many sources can be 
downloaded (regardless of whether a discovery sys-
tem, individual database interfaces or other library 
resources are used). Importantly, such terms of service 
may be relatively restrictive, depending on the library 
and the type of sources it offers. An example of this is 
the website of the Warsaw University Library, which 
contains a provision which states that it is permis-
sible to download “PDF and other available files us-
ing the publisher’s platform functions, but only for 
personal, private, scientific, educational and research 
use”(Warsaw University Library, n.d.). The “mass and 
automatic (with the use of software) downloading of 
files and other data” is prohibited (Ibid.).

Open access to digital resources appears to be 
of high importance in modern big data analyses; for 
example, within the context of the content of a large 
portion of digital libraries and repositories, as well as 
certain full-text and abstract databases. Naturally, the 
above only applies if the terms and conditions of using 
such sources do not impose restrictions on download-
ing large amounts of data. It is also important to note 
that the open access movement emphasizes free ac-
cess to the results of publicly-funded research. This 
finds confirmation in the recommendation contained 
in the 2005 OECD Report, for example, according to 
which governments should recoup research costs 
by, among other methods, sharing research results 
as broadly as possible (OECD, 2005). In addition, 
institutions which finance research demand with in-
creasing frequency that study results be available on 
an open-access basis. Such solutions are utilized by 
the European Commission and the European Research 
Council, for example. The Horizon 2020 framework 
program and its guidelines exemplify this approach. 
Open access, which is the free online sharing of 
research information and study data, as well as the 
ability to reuse them in the future, is considered by 
these guidelines an important aspect of the process of 
sharing project results (European Commission, 2018). 
As noted correctly by Materska (2016b, p. 51), at the 
current stage the policy for open access to scientific publica-
tions is promoted as obligatory in relation to materials and 
data created in the process of publicly-funded research.

In light of the above and within the context of using 
scientific and technical sources for the purpose of big 
data processing, the concept of open public sector 
data is also important, as is the ability to reuse such 
data (e.g. for research purposes). It is worth noting 
that the concept of sharing public data is in line with 
the guidelines of the European Commission (Direc-
tive 2013/37/EU of the European Parliament and of 
the Council, 2013; Otwarte Dane, 2018). The idea of 
openness applies in particular to collecting and shar-
ing data whose creation involved public funding. Such 
data may be used, processed and published, provided 
that their source is indicated and that further distribu-
tion of content based on that data follows the same 
rules (Pawełoszek, 2014, p. 456).

Challenges Related to Identifying Sources and Document...
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Summary

We are currently witnessing a gradual increase in 
the demand for specialists in big data analysis and 
processing (e.g. big data scientists, big data architects 
and big data analysts).9 This applies to structured, 
partially structured and unstructured data contained 
within scattered databases, file collections, portals, 
libraries, repositories and digital archives, on websites 
and online forums, relayed via streams, in social media 
and other online sources. In identifying and collecting 
resources, certain issues and challenges related to in-
formation science can be identified, as well as certain 
legal and tool-related (including IT) issues. Bibliolo-
gists, information scientists and librarians certainly 
possess knowledge and skills related to specialist 
sources of information. Moreover, librarians possess 
the tools to effectively facilitate the process of finding 
documents which are most relevant to a given search 
query. Their knowledge of how to identify and collect 
documents for the purpose of big data processing can 
in many cases prove invaluable.
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Abstract
The modern information environment is dynamic and characterized by the speed with which multimedia content is created, 

collected, contributed to and shared. Users have access to documents which are part of large, changing and diverse sets of data, 
whose effective processing can lead, and frequently does lead, to new knowledge being discovered. However, the overwhelming 
majority of the resources available today require specialized tools and techniques for identifying, searching, collecting and organ-
izing the large volumes of data. This also applies to data directly related to the activities of institutions dealing in information 
or the field of information science, especially the theory and practice of accessing, searching and collecting documents.

The purpose of this article is to present selected issues and challenges related to exploring the possibilities offered by big data 
from the perspective of information science, the activities of libraries and the information resources they offer. Based on a critical 
analysis of the relevant literature and with use of inductive reasoning, experiments and observations, selected aspects of digital 
document accessibility and classification are presented, in addition to issues related to searching and identifying resources using 
tools currently offered by libraries (in particular discovery systems).

Keywords: big data, data management, trend watching, information science, data sets exploration
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The current transformations conditioned by the transi-
tion to an information society in Ukraine has led to the 
incipience of a new paradigm, one characterized by the 
redistribution of the emphasis on self-education (Kolb, 
1984, p. 256). The intrinsic social demand for the quali-
fications of teachers in the future determine the priority 
for the needs of their self-education process. The system 
of higher education conditions continuous professional 
development in terms of the scientific and methodical 
background necessary to improve their basic pedagogical 
competencies.

The following pedagogical competences have 
already been studied: professional (Shevchuk, 2001, 
p. 398), pedagogical (Bezdukhov, 2002, pp. 66–71), 
psychological (Kuzmina, 1970, p. 114), social and 
perceptive (Yershova, 2016, p. 250), cultural and 
ethical (Kotlyarova, 2012, p. 230), communicative 
(Kuzovlev, 1999, p. 50), and self-educative (Ermakov, 
2006, p. 219). These researchers considered the self-
education of teachers to be an effective transforming 
force in education and society as a whole.

The European guidelines and regulations of 
competence development state that teachers must 
receive an efficient and relevant qualification im-
plying, among other things, continuous lifelong 
learning and mobility (Woodfolk, 1989, p. 220). The 
key pedagogical competencies include an ability 
to interact with other people, knowledge, technol-
ogy and information; both with and within society 
(Loughran, 1994). The new State Standard of Basic 
and Complete Secondary Education in Ukraine cre-
ated new demands for future teachers training in 
their respective professional areas in accordance with 
the educational programs of training specialists of 
a new type who are ready to implement innovative 
changes into their professional activities (Ministry of 
Education and Science of Ukraine, 2013). To study the 
problem of motivation development and stimulation 

of self-education among future teachers the authors 
have used a number of scientific methods, namely: 
analysis of the curricula and programs; conducting 
surveys, questionnaires and interviews; individual 
and group assessment of teachers in oral and written 
forms; expert judgement on the creative and aca-
demic tasks comprising professional training courses; 
and the qualitative and quantitative processing of the 
obtained experimental data.

The study involved 304 undergraduates in the 
third year of their studies for a BA in music teach-
ing, and took place at the National Pedagogical 
Dragomanov University (Kyiv, Ukraine), Musicology 
Vinnytsia Mykhailo Kotsiubynskyi State Pedagogical 
University and Pavlo Tychyna Uman State Pedagogical 
University (Uman, Ukraine). The study was carried 
out in 2016–2018.

Study procedure

1) Development of a set of evaluation criteria and 
diagnostic tools for determining the initial level 
of student self-education.

2) Diagnostics of the initial level of self-education 
among the future teachers in the process of 
pedagogical practice.

We made the assumption that the efficiency of 
the self-education of future teachers would increase 
significantly if:

1) A special, systemic approach based program 
was developed, which integrated educational 
and methodological activities focusing on the 
harmonization of structural components, integ-
rity, level-based structure and dynamism.

2) The role of motivation in the self-development 
of future music teachers was determined, a ne-
cessity in the obligatory stimulation of student 
motivation in terms of self-education as the 
pedagogical condition of its organization.
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The study had the following objectives:
1) To suggest a set of evaluation criteria and 

diagnostic tools for determining the level of 
self-education development of the future music 
teachers.

2) To conduct an experiment to determine the 
initial level of self-education development of 
the future music teachers.

The study participants were divided into two 
groups: experimental and control. The study involved 
304 future teachers (148 in the experimental group, 
156 in the control group). The authors studied 6 groups 
over a two year period. The experimental group (EG) 
was used to check the effectiveness of self-education 
motivation. Active mentoring and guidance in their 
self-education were used in this group. Participants 
of the control group (CG) had to acquire the structure 
and content of self-education during the ‘natural’ flow 
of the educational process at their respective higher 
education institutions, without any external stimula-
tion. Mentoring and guidance in their self-education 
were not used, and they only attended lectures and 
seminars on different issues of self-education. At the 
initial stage of the study, the authors created a set of 
diagnostic tools to determine the level of self-educa-
tion development. The following methods and tools 
were used to achieve the interim goals: pedagogical 
observation of the self-education activities; conversa-
tions with the teachers and lecturers; and querying of 
teachers with the aim of identifying the indicators to 
define self-education development (Table 1).

The questionnaire The presence of motivation for 
self-education (Andreev) contained such questions as: 
‘Should modern music teachers improve their skills?’, 
‘Are you engaged in self-education activities in full’, 
‘Do you take part in professional competitions and 
scientific conferences?’, ‘Do you consider your level 
of culture and education sufficient?’, ‘Are you engaged 
in self-analysis of your self-educational activities, to 
analyze your strengths and weaknesses?’ and ‘Do 
you think that a music teacher is a creative profes-
sion?’. The respondents could answer ‘yes’, ‘rather 
yes’ or ‘no’.

A questionnaire designed by Kettel was abridged 
for this study to determine self-education motivation, 
containing 31 statements used to identify the attitude 
to self-education, the main factors contributing to the 
level of self-educational development, and those typi-
cal (both external and internal) barriers to effective 
self-educational activities. The questions included: 
‘Do you think that people are not restricted in their 
professional self-development?’, ‘Do you always try to 
find time for self-education in spite of your everyday 
activities?’, ‘Do you agree with the statement that 
people should be engaged in self-education during 
their whole life, regardless of age and profession?’, 
‘Do you actively use the Internet for self-education and 
communication with colleagues?’, ‘Do you systemati-
cally acquaint yourself with the scientific papers on 
pedagogy and psychology?’, and ‘Do you study foreign 
languages to communicate with foreign colleagues?’.
The respondents could choose one of the following 
answers: ‘the statement fully corresponds to reality’, 
‘the statement rather corresponds to reality’, and ‘the 
statement does not correspond to reality’.

To determine the level of self-education develop-
ment, the authors used questionnaires and surveys. 
These methods took into account all their possible 
advantages and disadvantages, in both EG and CG. 
Each method included surveys, tests, exercises, 
projects, business games and situation management. 
Each completed task was evaluated on a 5-point scale: 
2 points – completed up to 40%, 3 points – 41–60%, 
4 points – 61–80%, 5 points – 81–100%. For processing 
of the questionnaire results, the following distribu-
tion of estimates was used: if the appropriate qual-
ity and type of activity were constantly observed in 
a participant then they were awarded 5 points. In case 
of a partial, but not frequent violation of this require-
ment, 4 points. If the investigated quality was rarely 
or occasionally observed, 3 points. The complete 
absence of the quality in the characteristic, 2 points. 
Each indicator allocated in a certain component was 
evaluated according to the degree of its manifestation 
in the participant. The coefficient of indicator devel-
opment was calculated as follows: L = A + B + C, 

Table 1. Determining the level of motivational and value component development as a part of the self-education of the 
future teachers

Research methods Research tools Indicators to be defined

• Personal query
• Group query
• Analysis of written work
• Interview

• Questionnaire:The presence of 
motivation for self-education (Andreev)

• Questionnaire by Kettel

• Relationship between self-education 
with the personal and professional 
interests

• Motivated focus on self-
-development and mastering 
innovative techniques in artistic 
pedagogy

• Understanding of need in acquiring 
scientific knowledge

• Desire to become a skilled 
and reputable professional

Source: authors’ own study.

The Role of Motivation in the Self-education of Future...
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where: L – criterion of the self-education level; A – first 
component indicator score; B – second component 
indicator score; and C – third component indicator 
score. Empirically the authors identified the following 
limits in the levels of self-education development by 
the participants: low – 2.0 to 3.0 (up to 41%); medium 
– 3.1 to 4.0 (41–80%); and high – 4.1 to 5 (81–100%). 
A diagnostic toolkit was developed for the study to 
show the level of self-education development for the 
participants. The following methods were used for 
this stage of the study: personal and group querying; 
analysis of essays and other written work; conversa-
tion; pedagogical observation of the results of the 
participants’ self-directed work; interviews; surveys to 
identify the indicators for self-education component 
development.

The diagnostics were intended to detect the follow-
ing indicators: the relationship between self-education 
and personal/professional interests; motivated focus 
on self-development and mastering of innovative 
techniques in artistic pedagogy; understanding of the 
need to acquire scientific knowledge; and the desire 
to become a skilled and reputable professional. The 
study tools included: the Presence of motivation for self-
education questionnaire, the Study of the levels of self-
-education component development questionnaire and the 
Development of a positive attitude towards self-education in 
a professional questionnaire (Andreev, 2002, p. 608).

Most respondents related their motivation for 
self-education to their professional growth, proving 
that they view the motives for self-education as quite 
important (see Table 2).

The study in terms of the problem of motivation 
and stimulation of undergraduate students show that 
the future teachers must acquire the following quali-
ties for the organization of effective self-education: 
self-confidence, independence of judgment, ability 
to use the experience of other colleagues, ability to 
cooperate, and ability to defend a point of view.

It was ascertained that most of the participants did 
not have formed motives for self-education (66.2% CG 

and 70.3% EG). Only a small segment of the respond-
ents (5.6% CG and 7.1% EG) showed an interest in self-
-education together with the activation of motivation 
for the activity studied.

It was substantiated that most students carry 
out self-education activities, mainly spontaneously, 
focusing on intuition and professional-pedagogical 
difficulties that require solving. In essence, the re-
spondents set their goals for self-education activities 
unknowingly, and did not select the means of their 
implementation, which leads to a discontinuity in 
self-education activities. The participants preferred 
framed educational activities during classroom work, 
reducing the possibility of independent cognition. 
The analysis of the participants’ self-education status 
often revealed the absence of such components as 
looking for the causal relationship among the initial 
and the current state of the object. The analysis of the 
management orientation of self-education, as well as 
its correcting and designing functions, were not fully 
understood (Lave & Wenger, 1991, p. 132).

Diagnostics of the level of student
self-education

We used a set of diagnostic tools and techniques 
that included the Identification of the teachers profes-
sional complications in the process of their self-educa-
tion questionnaire, a summary of each participants’ 
personal self-educational experience, a Study of the 
components of self-education questionnaire, a Diagnostics 
of the level of readiness for the teaching profession and 
self-development questionnaire, and pedagogical ob-
servation of self-education implementation (Fetyskin, 
Kozlov & Manuilov, 2002).

These techniques allowed us to identify the level 
of self-education development of the future teachers, 
based on the self-assessment of the indicators of the 
components (motivational and value) development. 
The respondents selected the indicator with the help 
of a nine-point scale (0 to 9 points). The data for each 

Table 2. Motivation for self-education in future teachers

No Contents of the motives CG EG

1 Realize the need to teach children 12.7 14.7

2 Enhance the professional skills 32.8 31.0

3 Master the modern pedagogical ideas and technologies 24.8 24.3

4 Realize their creative potential 18.9 19.2

5 Not to lag behind their colleagues in terms of professional level 34.1 32.8

6 Ensure quality of educational activities 19.7 20.6

7 Gain the respect of their future colleagues 21.9 22.8

8 Gain the respect of their students 34.2 35.1

9 Avoid concerns with the authorities 12.7 11.8

10 Gain intellectual pleasure 10.5 9.7

11 Gain respect of the students’ parents 13.8 13.2

Source: authors’ own study.
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factor were summed and used to determine the initial 
level of self-education development.

Two matrices were completed for each student: 
self-assessment and expert assessment, which were 
then analyzed. Each answer in the questionnaire was 
expressed in points, which were used as follows: the 
points were obtained for each direction (a, b, c, d, e) 
and compiled. This allowed us to calculate five aver-
aged data points in each questionnaire. First – the 
averaged value determined the level of development 
in each section of self-education. Second – the value 
provided data on self-education activities in general. 
Third – the personal-style qualities of self-education. 
Fourth – the dynamic properties of self-education.
Fifth – the general averaged value, which consisted 
of the sum of the previous ones. From this data the 
parameters of self-education were formed.

The analysis of the classification of educational 
systems (technologies) according to the type of 
organization and management is significant in the 
studies conducted by Bespalko. Using empirical 
research as a basis, he suggests a coefficient scale 
(ranging from zero to one) to measure the process of 
learning information acquisition (Bespalko, 2012). The 
study proved that successful assimilation of learning 
information takes place only when the assimilation 
coefficient takes a value between 0.7 and 1.0. If the 
coefficient is lower than 0.7 there is no evident result 
of learning.

To determine the indicators of motivational and 
value component development among the future 
teachers in CG and EG, pedagogical observation (in 
the process of continuing professional development, 
concert performances, scientific-practical conferences, 
qualification exams) and individual consultations were 
carried out. When determining the level of self-educa-
tion based on the motivational and value component, 
attention should be paid to the nature of the profes-
sional difficulties of the future teachers in the process 
of organizing their self-education (Pask, 1976).

The participants completed a questionnaire to 
achieve this objective, and the issues related to the 
study of the motives of self-education were analyzed. 
The following questionnaires were used: The presence 
of motivation for self-education (Andreev, 2002) and 
Forming of a musical art teacher’s positive motivation for 
self-education. As shown by the analysis of the results 
of the questionnaires, most participants in both 
groups (56.3% CG and 59.3% EG) were engaged in 
self-education as a matter of “necessity”. Some of the 
participants (35.4% of CG and 31.9% of EG) gave a nega-
tive answer to the question: Do you self-analyze your 
self-education activity, do you discover your strengths and 
weaknesses? A total of 8.3% of the CG participants and 
8.5% of the EG believed their level of self-education 
activity was insufficient for the profession of music teacher. 
The other questions used in the questionnaire were: 
Do you like the profession of teacher? Are you motivated 
enough for continuing professional development? Should 
a modern teacher constantly improve their skills? Do you 
consider a teacher to be a creative profession? Most of the 

CG participants (93.8%) and (95.7%) gave a positive 
answer, which demonstrates that they understood 
the need for self-education.

The nine-point scale was used to measure per-
sonal skills and qualities that correlated with three 
components of the participants’ self-education. The 
motivational and value component was evaluated 
in questions 1 to 10. Use of self-assessment as an 
objective indicator did not contradict the nature 
of the study, because we were interested in a very 
subjective aspect – the attitudes of future teachers 
to self-education.

We used the following scale to process the results: 
prevalence of scores 1, 2, 3 – a low level of self-educa-
tion; prevalence of scores 4, 5, 6 – an average level of 
self-education; prevalence of scores 7, 8, 9 – a high 
level of self-education. In order to choose appropriate 
diagnostics tools we analyzed the diagnostic proce-
dures required to determine the formation of some 
individual self-education skills, as well as knowledge 
in the field of self-education as developed in the psy-
chological and pedagogical studies by Serikov (1985, 
p. 137), Slastonin (2002, p. 512), together with the 
“Personality map” method by Platonov (1986, p. 256). 
Analysis of the procedures for determining the level 
of self-education leads to the assumption that the 
diagnostics in the majority of them are developed in 
the form of a questionnaire to identify the products 
of self-education.

We systematically carried out pedagogical obser-
vation of the participants’ self-directed learning. As 
the products of self-education activity, we selected 
topics from the abstracts and reports of scientific and 
practical conferences. As a result of the pedagogical 
observation, it was observed that when choosing 
topics for the abstracts and reports, the participants 
often asked their trainers to “recommend” or “advise” 
in their choice of study topic, which indicates the 
absence of a link between self-education and profes-
sional interests. The method of conversation with the 
participants allowed us to confirm the results of the 
written responses; in addition, expanded questions 
and arguments were provided verbally. The levels of 
self-education were assessed according to the identifi-
cation of the orientation of an individual, their creative 
potential, and components of social or active action. 
A total of 61.7% of the CG participants and 60.6% of the 
EG gave the following set of reasons that led to their 
lack of active self-education: lack of sufficient pedagogical 
experience, lack of time due to educational overload, lack 
of living conditions, limited access to scientific information, 
and weak financial and moral support.

The need for a mentor’s leadership in self-educa-
tion was stated by 68.9% of the CG participants and 
66.2% of the EG, while 19.1% of the CG and 20.3% of 
the EG participants expected support from the school 
administration, and 17.8% of the CG and 19.6% of the 
EG needed the setting of self-education activities by 
authoritative bodies. Half of them self-educated con-
tinuously and versatility. Both direct and indirect con-
nections can be observed: long self-education leads to 
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a variety of ways to use the results of self-education 
activities. One more motive that affects the level of 
self-education is the leadership value of a teacher for 
their students. This motivation is a leading one, and 
in the hierarchy of motives it had a dominant role 
among the participants.

Research results

The essence of self-education is overcoming the 
gaps in professional training; therefore, their self-
-education is aimed at the same disadvantages that 
they see in themselves or which their colleagues point 
out. If teachers emphasize the complex nature of 
self-education, then the motivation is complex, with: 
a need to improve their training, a need for self-af-
firmation, and a desire to expand their general and 
scientific outlook.

Discussion of the results
The study revealed the following reasons for a lack 

of effectiveness of self-education among all the par-
ticipants, regardless of their essence, category, motive 
and incentive:

• lack of time (indicated by 68.4% of the CG par-
ticipants of the CG and 75.5% of the EG),

• lack of scientific knowledge (24.7% of the CG 
and 22.8% of the EG),

• lack of material incentives (15.7% of the CG and 
17.5% of the EG).

These reasons are more intrinsic and socially typical 
than subjective and personal, dependent on individual 
attitudes of specialists to their profession. As they gain 
experience, the difficulties in self-education increase 
in connection with the emergence of a social cause 
– the need for some additional earnings.

While analyzing the responses to the question-
naires, we noticed that improvements in the organiza-
tion of self-education is added by access to scientific 
information, which involves scientific discussions on 
the actual problems of pedagogy and psychology, 
cooperation with researchers and practice innova-
tors, and access to relevant scientific and methodical 
literature (Levin, 2003, p. 309).

As a rule, future teachers with strong volitional 
qualities and rich professional experience choose 

a policy which involves risk and forcing of creative re-
sources in the process of implementing non-standard 
decisions. This affects the peculiarities of the motives 
structure (Nystrand & Gamoran, 1991).

Due to the increase in effectiveness of the self-
education motives and incentives in the educational 
environment, the arranging for the essence of self-
-education also changes. This reduces the number of 
highly professional educators (13.2% of the respond-
ents of the CG and 15.7% of the EG) who believe that 
self-education is a complex phenomenon with a set of 
specific motivations: the need to improve the general 
and methodical culture, the desire to become a mas-
ter of their work, an awareness of self-education as 
a personal value, and the need to eliminate the gaps 
in the field of pedagogy and psychology.

A total of 13.5% of the CG and 14.1% of the EG 
participants engaged in creative activities at scien-
tific conferences, readings or methodical seminars as 
a stimulus for their self-education. This is connected 
with the fact that the future teachers aim not only to 
enrich their professional ability, but also to transfer 
their experience to the others, test it, and analyze it 
from the standpoint of their colleagues. In this way 
creative self-expression can take place. If the teach-
ers understand self-education to be a comprehensive 
professional self-improvement process, then their 
motives are connected with each other, and motiva-
tion becomes complex. In other cases the depend-
ence of the motives on understanding the essence 
of self-education was not fixed. The participant’s 
assessment (the core stimulus) and self-affirmation 
in their environment through partnership with the 
curator of a group (the leading motive) are directly 
related to each other. The above-mentioned stimulus 
also works in a complex of motives. The remaining 
motives and stimuli are separated and do not signifi-
cantly affect the self-education activity. Taking this into 
account, it is important to determine the method for 
methodical tools in connection of the motives and 
stimuli of self-education activity in the system of 
higher education.

As a result of the diagnostic procedures and 
processing of the mathematical data, the results we 
obtained according to the motivational and value com-
ponent of the participants are reflected in Table 3.

Table 3. Summarized results of the level of self-education development according to the motivational and value 
component

Points
EG CG

Number of creative 
tasks performed % Number of creative 

tasks performed %

5 points – – – –

4 points 34 10.12 39 11.21

3 points 101 30.06 110 31.61

2 points 201 59.82 199 57.18

Total 336 100 348 100

Source: pedagogical observation of organization of self-education activity, based on (Fetyskin, Kozlov & Manuilov, 2002).
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Based on data in Table 3 we can define the average 
result according to the formula, for both CG and EG:

 ( )  (1)

where
H0

n – a generalized level of self-education development 
in future teachers according to the motivational and 
value component;
x – arithmetic average;
xi – points scored;
ni – repeatability of the points;
n – number of participants in a group. 

Consequently, the generalized level of self-educa-
tion development based on the motivational and value 
component of the participants’ activities (arithmetic 
average) in the CG is 2.5 and in the EG is 2.54 points. 
In general, before the study began it was 0.8% lower 
in the CG than in the EG, which is insignificant. The 
analysis of the data in the table shows that the par-
ticipants had the following arithmetic average scores: 
a motivational and value component of self-education 
in the CG of 2.5 points (50.0%), with a motivational 
and value component in the EG of 2.53 (50.8%). The 
determined indicators evidence that the motivational  
value component of self-education of the participants 
in the CG is 50.0%, and in the EG is 50.8%. These are 
the mid-level indicators. 

To confirm reliability of the data we applied the 
Pearson correlation and calculated it by formula 2:

 
−

 (2)

where 
n′e – indicators of the EG;
n′ – indicators of the CG.

The calculated Pearson correlation, according to 
the motivational and value component, is 7.79. The 
value of the Pearson correlation is 9.49 with a level of 
significance of 0.05, fluency degree of 4.

Analysis of the study data
If the self-education of students is not the aim of 

the learning process, their spontaneous mastering 
of this skill does not occur. The knowledge, opera-
tions and actions in relation to self-education must 
be taught specifically, requiring the creation of the 
necessary pedagogical conditions. 

Possible methods of motivation 
and stimulation in self-education 
development
1. Diagnostics of the motives for self-work with the 

aim of establishing a leading motive or complex 
of motives, the main stimulus that can increase 
motivation for self-education.

2. Individual motivation and stimulation of the 
self-education of future teachers, in which 
the leading motives and the main stimuli are 
interrelated, support each other, activate some 
other motives and stimuli, enriching motivation 
and forming comprehensive stimulation. The 
following connection options are possible: the 
specific leading motives and stimuli (direct con-
nection), the leading motive and a complex of 
some stimuli (mediated connection), the main 
stimulus and a complex of some motives, a com-
plex of the motives and a complex of stimuli. 

3. The transition of the external process of motiva-
tion and stimulation into the internal process 
of self-management and self-regulation. The 
pedagogical influences in the system of higher 
education, reinforcing this or that stimulus, pro-
vide self-stimulation and indicate a qualitatively 
new level of self-improvement.

Thus the method for increasing the effectiveness 
of motivation and stimulation for the self-education 
activity of future teachers in the process of pedagogi-
cal practice is related to acquiring and actualizing 
subjective experience, a search for the connections 
between subjective experience and experience given 
from the outside. The result of this, above all, is the 
ability to learn and gain specific knowledge and skills. 
Therefore, self-education can be defined as an activ-
ity of self-movement, self-change, self-development; 
the acquisition of their own life experience, which 
is modeled in self-education activities by assigning 
the elements of general practical experience. The 
forming of pedagogical experience requires some 
special skills in organizing self-education – the iden-
tification of information, definition of its structure, 
analysis, systematization and selection of actual 
content etc.

Thus, based on an analysis of the scientific lit-
erature, we determined the following abilities of the 
future modern teacher to increase the effectiveness 
of their motivation and stimulation for self-education: 
independence, organization, purposefulness, system-
atic, multidimensionality, plurality of activity, self-
-learning skills, individualization, subjectivity, etc.

The data shown in the paper was developed using 
all the described research tools.

It is worth mentioning that this paper presents 
only part of the original experiment. This is due 
to the desire to express the conceptual idea of the 
study reflexively within the framework of a scientific 
article. The study does not include all the aspects of 
the problem under consideration; however, it allowed 
us to determine some possible routes for further 
research. Thus, the content of future music teachers’ 
self-education, as well as its forms, methods and tools, 
require additional practical and theoretical research.
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Abstract
The research work described in the present study focused on the connection between self-education and the personal and 

professional interests of prospective music teachers; the role of motivation on self-development; the importance of developing 
in students the desire to gain scientific and professional knowledge, as well as to become familiar with innovative professional 
practices. It was observed that for the majority of the participants motivation for self-education was associated with their 
professional growth. To achieve effective self-education, undergraduates must possess the following qualities: self-confidence, 
independence of judgment, the ability to use the experience of their colleagues, the ability to cooperate, and the ability to defend 
their point of view. The suggested methodology of motivation and stimulation of future teachers’ self-education in the process of 
teaching practice is associated with the acquisition and updating of subjective experience, the search for links between internal 
and external experience.

Keywords: self-education, positive motivation, diagnostics methods, motivational and value component of self-educa-
tion, subject specific knowledge
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One of the consequences of the civilizational changes known 
as liquid modernity is that contemporary humans can 
experience a virtual reality. Traditional reality, as a result 
of social and cultural changes, has lost its importance as 
the leading factor responsible for creating and reinforcing 
the identities of 21st century individuals. Michel Foucault’s 
(2005) claim that we live in a time of relocation, where 
young people shape their own identities, thus appears to 
be valid. Young people no longer exclusively navigate the 
real world – they look for cultural patterns and points of 
reference in the virtual one as well. The use of e-learning 
in higher education is not only inevitable, it also offers 
new educational opportunities. The virtual world erodes 
communication and interpersonal barriers, resulting in 
learners displaying hitherto unknown behaviors and enter-
ing into new relationships, which has an impact on how 
their identities develop.

Introduction

The purpose of the study was to collect informa-
tion on the impact of the identity statuses of students 
on their academic performance, depending on their 
chosen form of learning. Marcia’s (2002) identity 
development model was considered optimal for as-
sessing the impact of personality on the performance 
of students utilizing e-learning methods. The newly-
acquired knowledge may serve as the basis for solving 
already identified or partially-identified issues, as well 
as those which may arise in the future in the field of 
online education. It is the author’s belief that the study 
constitutes a significant contribution to the rational 
and methodically-sound use of the internet in order 
to facilitate learning. Use of the internet in this way 
minimizes the flaws and optimizes academic perform-
ance. Although studies on e-learning are varied, they 
commonly overlook the incredibly important personal 
and pedagogical dimension, the relevance of which 
should not be underestimated. There is an urgent 
need to expand the theoretical and empirical body 
of knowledge to include analyses of the identities of 
e-learning group members, and to determine their 

impact on the learning process. No studies have so 
far been conducted on the issue with reference to 
the form of learning, meaning that relevant empiri-
cal analyses are required. Other factors necessitating 
such research include changes in the life standards, 
values and needs on which young people base their 
actions.

Theoretical basis for the study

A theoretical and research-relevant niche exists 
with regard to the impact of the identity statuses of 
students on their academic performance. Individual 
personality statuses have been studied in relation to 
the role of the teacher or even in the social context 
(Brzezińska, 2000, 2003; Cuprjak, 2007); however, no 
empirical studies have been conducted with reference 
to e-learning, and no trends identified regarding the 
particular identity statuses being displayed. As a con-
sequence, this knowledge is absent from the theories 
being developed on how to design effective e-learning 
environments.

This issue is particularly relevant for research into 
the online teaching process within the context of the 
role of learners, research which has been conducted in 
various countries for many years (Perraton as cited in 
Schlosser, Anderson, 1994; Saba, 2003; Moore, 2007; 
Kerr, Rynearson and Kerr, 2006; Rovai, 2004).

How an identity is constructed is determined by fac-
tors present in the sociocultural environment, which 
require constant adaption, negotiation and decision 
making based on current circumstances (Wróblewska, 
2011, p. 176). Technological progress has resulted in 
humans simultaneously functioning in both the real 
and virtual worlds. According to Marcia’s theory, four 
identity statuses exist: diffusion, foreclosure, mora-
torium and achievement. The first applies to those 
who plan for the short-term, experience difficulties in 
making decisions (solving problems), are not involved 
in serious life activities, are driven by personal gain 
and satisfaction, and are yet to experience an identity 
crisis. The second status involves making decisions 
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with reference to an authority figure (parent, teacher, 
idol), involvement determined by the behavior and 
decisions made by that authority figure, stress re-
sulting from having to function without the value 
criteria of the authority figure and no identity crises. 
Moratorium involves being able to see alternatives but 
not to make decisions, a lack of full commitment and 
clear direction in personal explorations, looking for 
a compromise between social pressure and one’s own 
preferences; the individual begins to experience an 
identity crisis. The final status, achievement, involves 
creating one’s own future in accordance with one’s 
own preferences, making independent decisions, with 
involvement matching one’s abilities, resistance to 
outside influence and being able to cope with hard-
ships, constituting a positive resolution of an identity 
crisis (Cuprjak, 2013). The above indicates that the 
issue of assessing the maturity level of a learner’s 
identity is an important one, albeit difficult to study. 
However, it is an important challenge to overcome 
within the context of performance for online and 
in-class learners.

Methodological basis for the study

The main goal of the study is to verify Marcia’s 
identity status model and its four identity statuses, 
with reference to online education, and to test the 
validity of applying it to e-learning performance. Thus, 
the following questions arise:

1. What is the distribution of the academic per-
formance of students by identity status?

2. Is there a relation between the identity status 
of a learner and their academic performance 
using in-class and e-learning methods?

A pilot study was conducted in the summer semes-
ter of the 2017/2018 academic year. It focused on one 
group of students – referred to as emerging adulthood, 
i.e. those who have not yet made the commitments 
characteristic of adults. Students of teaching were 
selected, as it was possible to develop a customized 
syllabus, online course and tests for them. The par-
ticipants were selected randomly, the main criterion 
being participation in the education theory e-learning 
course. The purpose of the project was to evaluate 
what was required to better identify the characteris-
tics of e-learners.

The goal of the pilot study was to operationalize 
the research problem clearly, verify the research tools, 
specify the organizational and technical requirements 
of the study and analyze the empirical material col-
lected. The study was quantitative in nature, and 

involved the following research methods: knowledge 
test and diagnostic poll (Identity Status assessment 
questionnaire). Nonprobability sampling was used 
during the first stage, the primary criterion being 
the use of e-learning methods. The participants 
were full-time, first-cycle students of teaching at the 
Nicolaus Copernicus University. A total of 50 students 
expressed interest in participating; however, due 
to erroneously coded tests and a failure to return 
them, the final sample size was 47. In the second 
phase, random number tables were used for random 
sampling, with 23 participants being assigned to the 
experimental group and 24 to the control group. The 
average age was 20, and women comprised 95% of the 
participants. Education-related programs are selected 
predominantly by women.

The participants were then assessed with regard 
to their identity status. For that purpose, the Iden-
tity Status assessment questionnaire developed by 
Magdalena Cuprjak was used. According to the author 
of the questionnaire: The test is based on Cosgrove’s 
forced choice technique (Brzeziński, 1978), where an ipsa-
tive assessment is conducted by ranking answers to every 
problem (in this case, four answers are provided to match 
the four identity statuses). A psychometric profile is created 
based on the partial results, enabling us to determine which 
of the statuses is dominant in relation to others (Cuprjak, 
2013, p. 216). In the second part of the study, the 
participants had to study for an entire semester us-
ing online and in-class forms to minimize the novelty 
effect. A knowledge test was administered at the 
end of each module (3 topics). The participants were 
tested four times.

Before administering, the tests were optimized for 
their difficulty, discriminatory ability and reliability 
(Niemierko, 1999, pp. 152–160). The tests used in the 
study were constructed properly from the teaching 
perspective. A group rotation took place after the first 
two tests. The final stage involved determining the 
impact of the variables on academic performance and 
verifying the utility of the model used for the purpose 
of explicating the issue of e-learning performance of 
contemporary students. Data were acquired from 
a total of 19 members of the experimental group and 
24 members of the control group.

Result analysis and interpretation
The distribution of the results achieved by the 

participants according to their personality status indi-
cates that the highest scores were achieved primarily 
by participants in the foreclosure stage (44.2%). These 
were followed by achievement (41.6%), moratorium 

Table 1. Percentage distribution of identity status in the education student sample

Diffusion Foreclosure Moratorium Achievement

Low 32.6% 23.3% 30.2% 25.6%

Average 53.5% 32.6% 30.2% 32.6%

High 14.0% 44.2% 39.5% 41.6%

Source: author’s own work.

The Identity of Young Adults and their E-learning Performance



ICT in education

20   e-mentor nr 3 (80)

(39.5%) and diffusion (14%). The majority of the partici-
pants were at the foreclosure stage, i.e. they did not 
experience an identity crisis and did not take actions 
of their own, but were instead involved in the various 
activities expected of them by an authority figure. 
A surprisingly high percentage of the participants 
were at the achievement stage, i.e. they were ready 
to choose and make decisions of their own based on 
their own explorations.

These four human identity statuses can impact how 
an individual enters adulthood and may influence how 
early adulthood activities are conducted (Brzezińska, 
2017). This may in turn determine academic perform-
ance when using different teaching methods (in-class 
vs. online).

In order to answer another research question, 
whether there is a relation between the identity status 
of students and their academic performance using 
in-class and e-learning methods, a basic descriptive 
statistics analysis was conducted in addition to Sha-
piro-Wilk tests and a single-factor mixed analysis of 
variance. The classic threshold of α = 0.05 was used as 
the significance level, though probability values where 
p was greater than 0.05 and less than 0.1 were inter-
preted as significant at the statistical trend level.

Basic descriptive statistics of the quantitative 
variables measured

The basic descriptive statistics were calculated 
for the results of the repeated measurements, in 
addition to a Shapiro-Wilk test of normality. One of 
the assumptions behind using the mixed method was 
that the distribution of the variables did not deviate 
significantly from a normal distribution. The results of 
the test indicated that the distribution of the results 
of tests 1, 2 and 4 matched the criteria of a normal 
distribution, with only test 3 differing in this regard. 
Certain doubts may arise as to the normality of the 
results of the latter test, as their value was 0.045, i.e. 
lower than 0.05. In this case, however, it was impor-
tant to take into account the skewness value, which 
was -0.76. If its absolute value does not exceed 2, 
the distribution can be accepted as close to normal 
(George and Mallery, 2010). The relevant measurement 
matched the above criterion. It can thus be assumed 
that the distributions studied were not significantly 
asymmetrical with regard to the mean. Therefore, 
for the purpose of analyzing the results of the study, 
parametric tests were conducted which matched 
their remaining criteria. The results are presented 
in Table 2.

Figure 1. Percentage distribution of identity status in the teaching student sample

Source: author’s own work.

Table 2. Basic descriptive statistics for the results of each test 

M Me SD Sk. Curt. Min. Max. S-W p

Test 1 61.91% 63.79% 0.17 0.01 -0.32 24% 98% 0.993 0.997

Test 2 61.85% 63.54% 0.25 -0.58 -0.24 0% 100% 0.952 0.073

Test 3 71.33% 72.11% 0.14 -0.76 0.43 30% 92% 0.947 0.045

Test 4 71.31% 72.20% 0.11 -0.02 0.05 48% 95% 0.973 0.401

M – mean; Me – median; SD – standard deviation; Sk. – skewness; Curt. – curtosis; Min. and Max. – lowest and highest value in the distri-
bution; S-W – Shapiro-Wilk test result; p – significance
Source: author’s own work.
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Student test results by learning method and identity
In order to verify the hypothesis that the form of 

learning (online or in-class) is related to the academic 
performance of students within the context of their 
identity, a 4 x 4 x 2 analysis of variance was conducted, 
i.e. the results of each knowledge test were multi-
plied by the dominant identity type by experimental 
or control group. This type of analysis was selected 
due to the way the experiment was designed, i.e. 
the participants were assigned to one of two groups 
before the study began and divided according to 
their dominant identity type, and were then given 
four knowledge tests. In order to minimize possible 
discrepancies resulting from any differences in diffi-
culty between the 4 knowledge tests, which could be 
unrelated to the teaching method or the identity of 
the participants, standardized values were taken into 
account in the study, calculated based on the sum of 
the results of every test.

A statistically significant primary effect of the group 
variable was identified: F(1; 38) = 22.76; p < 0.001; 
ω2 = 0.37. Participants in the experimental group 
performed better (M = 0.64; SE = 0.17) than those 
from the control group (M = –0.35; SE = 0.17). No 
statistically significant main effects were identified 
for the remaining variables. No effects were observed 
at the statistical trend level. The above also applies 
to every first and second-order interaction effect 
analyzed.

An analysis of the simple effects conducted using 
the Bonferroni correction indicated that in each of 
the four measurements the participants who initially 
(between the first and second test) utilized e-learn-
ing before switching (between the third and fourth 
test) to in-class learning achieved significantly higher 
results than participants who initially used the in-class 
method and later switched to e-learning (p = 0.002 
for test 1, p = 0.002 for test 2, p = 0.035 for test 3, 
p = 0.027 for test 4). The standardized results of these 
tests did not vary significantly between the measure-
ments, however, which implies that the variable test 
had no statistically significant primary effect: F(3; 114) 
= 0.40; p = 0.751; ω2 = 0.01.

In light of the above, it is thus necessary to assume 
that the standardized values of the tests results were 
unrelated to any of the independent variables included 
in the study, with the exception of being assigned to 
the experimental or control group.

Thus, an identical analysis was conducted, this 
time taking into account the raw scores in all 4 tests, 
without standardization. As the sphericity criteria 
were not met [Mauchly’s W (5) = 0.47; p < 0.001], 
the Greenhouse-Geisser correction of the degrees of 
freedom was applied. This time, a statistically sig-
nificant primary effect of the variable group was also 
identified: F(1; 38) = 27.38; p < 0.001; ω2 = 0.42. 
A statistically significant first-order interaction was 
observed for the test and group variables: F(2.10; 
79.57) = 4.56; p = 0.012; ω2 = 0.10. The remaining 
primary and interaction effects were not statistically 
significant.

A simple effects analysis demonstrated that for 
the control group the results from test 1 (M = 55.7%, 
SE = 0.04) were significantly lower than the results 
from test 4 (M = 67.5%, SE = 0.03). No statistically 
significant differences were observed in the experi-
mental group between the results of individual tests. 
On the other hand, in the experimental group, the 
results of every test were significantly higher than in 
the control group (p = 0.002 for test 1, p = 0.002 for 
test 2, p = 0.035 for test 3, p = 0.027 for test 4). The 
results are presented in Table 3 and Figure 2.

It is worth noting that the raw results of the tests 
were related to being a member of the experimental 
or control group, but not with the dominant identity 
type, and did not vary significantly between the four 
individual measurements taken, with the exception of 
higher results for test 4 in the control group compared 
to the results for test 1.

In summation, it is important to note that the study 
demonstrates the state of identity statuses at the point 
in time the study was conducted – i.e. when the test 
was taken. Brzezińska notes that “personality is at no 
point in life something set and ‘complete’, it continues 
to change, is constantly rebuilt and modified under the 
influence of new experiences. This means that there 

Table 3. Summary of the results of the four tests conducted in the control and experimental groups

95% CI

M SE LL UL

Control group

1 55.7% 0.04 47.4% 63.9%

2 53.9% 0.06 42.0% 65.7%

3 66.0% 0.04 58.4% 73.6%

4 67.5% 0.03 61.5% 73.5%

Experimental group

1 74.6% 0.04 66.2% 83.0%

2 82.1% 0.06 70.0% 94.1%

3 77.8% 0.04 70.0% 85.6%

4 77.2% 0.03 71.1% 83.3%

M – mean; SE – standard error; 95% CI – confidence interval between means; LL and UL – lower and upper confidence interval limits
Source: author’s own work.
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is great research potential with regard to the process 
of how personality is formed during early adulthood 
and later, as well as its relations with objective and 
subjective adulthood indicators” (2017, p. 55). The 
above points to an area which is difficult to study, 
as personality is never constant and continues to 
change in various contexts. Marcia’s model has been 
further developed and modified by other researchers 
to include new dimensions of human identity develop-
ment based on empirical research (Brzezińska, 2017, 
p. 62), which is worth incorporating into subsequent 
studies.

Conclusions

The results of the pilot study reveal that the par-
ticipants in the experimental group achieved higher 
results, as evidenced by their scores in test 1, where 
the experimental factor was introduced immediately 
before. Subsequent tests results were similar in that 
the difference in favor of students utilizing e-learn-
ing methods was markedly greater. Unfortunately, no 
relation was identified with the identity of learners or 
interactions between these factors. The only observ-
able differences related to academic performance and 
the form of learning, and persisted throughout all four 
tests. The average results for the experimental group 
were between 74.6% and 82.1%, and between 53.9% 
and 67.5% in the control group. It is interesting to 
note that the control group improved to a statistically 
significant degree between the first and the fourth 
measurement. The experimental group, on the other 
hand, displayed similar performance across all tests. 
The differences between individual measurements 
in the experimental group were not statistically sig-
nificant (see Table 3. Summary of the results of each of 
the four tests conducted in the control and experimental 
groups). The identity of learners does not determine 
their academic performance. The significant statistical 
differences only applied to the form of learning, favor-
ing those using e-learning methods. These differences 
persisted across all tests.

The results of the pilot study demonstrate the ne-
cessity to research further issues related to the topic. 

It is certainly worth repeating the empirical analyses 
on a much larger and more diverse sample, which 
would enable the results to be extrapolated into the 
entire population. Subsequent studies should identify 
the relation between the identity status of students 
and their chosen study program and form of learning. 
It may be of utility to identify age and gender differ-
ences between study participants, which would enable 
new study results to be published. This research may 
help fill a niche in both global and domestic literature 
on the subject, and contribute to identifying new areas 
for analysis and developing e-learning theories.
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Abstract
Utilizing Marcia’s theory, a pilot study was conducted to determine the relation between the identity status of students and 

their performance using differing teaching methods (in-class and e-learning). The sample consisted of teaching students, and the 
main criterion was the use of e-learning. The Identity Status Test and standardized knowledge tests were used to collect data. 
No relation was identified between the identity status of students and their in-class and e-learning performance. However, the 
group utilizing e-learning achieved better results compared to the in-class group. Determining the importance of an e-learner’s 
identity is also necessitated by the need to develop appropriate counselling strategies. The analyses rendered possible a preliminary 
verification of the utility of the concept for the purpose of explicating the issue of the e-learning performance of contemporary 
students. The conclusions drawn from the study may also offer utility for adapting mentoring processes to the needs of learners. 
The author identifies and underlines the need for further, more comprehensive empirical research on the identity of e-learners 
within the context of their study program, age and gender.

Keywords: identity, learning, e-learning, young adult, learning outcomes
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Over three million students are currently enrolled in fully 
online programs, and over six million are taking at least 
one course online as part of their online degree (Allen & 
Seaman, 2017). This proliferation of online education as 
an alternative to traditional classroom education makes 
salient the need for online instructors to continually improve 
student learning outcomes in online courses. For example, 
Weiser and Wilson (1999) noted that the development 
time/cost for online learning media can be up to five time 
more than the time/cost for traditional lectures.

One of the major setbacks of online teaching is the chal-
lenging nature of student engagement and faculty-student 
interactions (Clark, 2009). Students are more likely to 
lose interest in online classes than in traditional classroom 
learning environments (Ward & Newlands, 1998; Sanders, 
2006). Making online classes more interactive and captivat-
ing may help improve student engagement, which may lead 
to higher learning outcomes.

Introduction

Various combinations of text, graphics, audio, 
video and animations can be integrated into online 
courses. Media selection is very important because of 
the cost of developing different online instructional 
media (Sun & Cheng, 2007). Studies show that stu-
dents’ recall of information is higher when content 
is delivered with visual media. Abstract, new, and 
novel concepts are learned more easily when they 
are presented in both verbal and visual forms (Salo-
mon, 1979). Empirical research indicates that visual 
media make concepts more accessible to people than 
text media and help with later recall (Cowen, 1984). 
Visual media may help students retain concepts and 
ideas. In online learning environments, learners 
and instructors are often separated by geographic 
and temporal distance, which trigger transactional 
distance (Moore, 1993). To mitigate such perceived 
distance, there must be a high degree of media 
richness (Mehrabian, 1969, 1981) to bridge this 
“distance,” and achieve greater  interactions in online 

environments. Therefore, students in online courses 
with greater media richness will experience lower 
transactional distance (Ekwunife-Orakwue & Teng, 
2014; Adebowale, 2017).

The goal of this case study was to determine 
how different instructional media impacted student 
outcomes in an online toxicology course. Student 
outcomes were operationalized as engagements with 
course contents based on the PATHs Framework, and 
grades on assessments.

Stakeholders often struggle to find an operational 
definition for online learning environments. For the 
purpose of this study, we used the operational defini-
tion of online learning by Allen and Seaman (2010), 
as shown in Table 1.

* University of Illinois Springfield, USA
** Blended Learning and Study Center, USA
*** Stony Brook University, USA

Table 1. Operational Definitions of Course Classifications 
Based on Mode of Content Delivery

Type 
of Course Typical Description

Proportion 
of Content 
Delivered 

Online

Traditional 
Face-to-Face 
(TF2F)

No online technology is 
used and content delivery 
is via writing or orally.

0%

Web 
Facilitated

A traditional F2F course 
supplemented/augmented 
with a web-based tech-
nology such as a Content 
Management System 
(CMS), or assignment- 
or syllabus-related web 
pages.

1–29%

Blended/
Hybrid

A hybrid of online and 
traditional F2F delivery; 
with more online 
meetings than F2F 
meetings.

30–79%

Online

Most or all of the course 
and its content is delive-
red online, with no/negli-
gible F2F meetings.

80+%

Source: Allen and Seaman (2010, p. 5) based on a survey of 
2,500 Colleges and Universities.
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The PATHs Framework Approach 
to measuring engagements 
with instructional media

The PATHs Framework (Adebowale, 2017) was used 
to measure the level of engagement of students with 
each instructional media. As shown in Table 2, student 
engagement can be measured by Posts, Access, Time, 
and Hits (PATHs) from learning analytics data stored in 
the course reports of Learning Management Systems 
(LMS). Blackboard Learn, the LMS used in this online 
course, generated nine course reports. Five of these 
reports were used as a measure of learning analytics 
for this course. They included user activity inside 
content areas, course activity overview (CAO), overall 
summary of user activity (OSUA), student overview 
for single course (SOSC), and user activity in forums 
(UAIF). These course reports contained both student-
level data and course-level data. Based on the PATHs 
Framework, the learning analytics data generated 
from LMS course reports is a good measure of various 
learner interactions in an online environment, and can 
be summarized as comprising posts, hits, access, and 
time spent on content – together referred to as PATHs 
(Posts, Access, Time, and Hits).

Blackboard Learn LMS generates nine course re-
ports for each course:

1. All User Activity inside Content Areas (UAICA): 
displays a summary of all user activity inside the 
Content Areas for the course.

Table 2. PATHs Framework for Learning Analytics in Online and Blended Learning Environments (Abridged Version)

PATHs Categories Learning Analytics Data from LMS

POSTs

1. Number of Posts on Discussion Board forums (such as LMS posts)
2. Number of posts on other types of forum via other media (for example, social media, blogs, 

wikis, video, audio (in this case, number of audio contributions), conferencing, chats, and 
texts)

Blackboard course report (user activity in forums)

ACCESS

1. Total Logins (single user and all users) to LMS or other media used in the course
2. Total Items Accessed in the course
3. Total Logins each day of the week
4. Total Logins each hour of the day

Blackboard course report (user activity inside content areas and overall summary of user activity)

TIME

1. Time spent on each course content
2. Time spent on each course application
3. Time spent viewing recorded lectures or videos
4. Time spent each day of the week
5. Time spent on the course

Blackboard course report (course activity overview and student overview for a single course)

HITs (some LMS course 
reports provide number 
of hits as clicks)

1. Frequency of access to each course content
2. Frequency of access to lecture capture and/or archived lectures and/or recorded lectures
3. Frequency of access to each discussion board forum

All Blackboard course reports

Source: PATHs Framework (Adebowale, 2017).

2. Course Activity Overview (CAO): displays overall 
activity within a single course, sorted by student 
and date. Data includes the total and average 
time spent per active student and the total 
amount and type of activity each student had in 
the course. Optionally, you can filter the report 
by one or more groups.

3. Course Coverage Report (CCR): displays goals 
coverage information for a single Blackboard 
Learn course. The data includes both covered and 
gap values for all curricular areas with which the 
course is associated, as well as a breakdown of 
course items that have been aligned to goals.

4. Course Performance (CP): displays information 
showing how a single Blackboard Learn Course 
performs against a selected set of goals. Per-
formance targets and the range of acceptable 
performances for the course can be determined 
when running the report. The data includes 
averages for the entire course as well as break-
downs for individual students and goals.

5. Overall Summary of User Activity (OSUA): dis-
plays user activity for all areas of the course, 
as well as activity dates, times and days of the 
week.

6. Single Course User Participation (SCUP): displays 
detailed statistics on assessment and collabora-
tion tool submissions for all users in this course 
during a specified timeframe.

7. Student Overview for Single Course (SOSC): 
displays an individual student’s activity within 
a course, sorted by date. The data includes 
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the total overall time the student spent in the 
course as well as detailed information about 
the student’s activity, such as which items and 
Content Areas the student accessed and the 
time spent on each.

8. User Activity In Forums (UAIF): displays a sum-
mary of user activity in the Discussion Board 
Forums for the course.

9. User Activity In Groups (UAIG): displays a sum-
mary of user activity in the Groups for the 
course.

Research Questions

I. What type of instructional media is most suc-
cessful at helping students understand course 
concepts as measured by outcomes on assess-
ments?

 A. Narrated PowerPoint Presentation
 B. PowerPoint Presentation without narration 

(PowerPoint slides)
 C. Online YouTube videos
 D. Shaky Hand videos

II. What instructional media leads to the highest 
level of student engagement based on the PATHs 
Framework?

III. What is the relationship between Posts, Access, 
Time, and Hits (PATHs) in the course and student 
outcomes on assessments?

Hypothesis

1. Shaky Hand video can help students better 
understand course concepts than the other 
forms of instructional media used in the course. 
Therefore, student outcomes will be higher for 
concepts taught with Shaky Hand video than 
concepts taught with other types of instruc-
tional media. This is because of its high degrees 
of media richness, rich visual media, and the 
perceived feeling of “closeness” that users ex-
perience. The second highest student outcomes 
will be observed for Narrated PowerPoints, then 
YouTube videos, and finally PowerPoint slides. 
This sequence is conjectured since students may 
relate better with media featuring the voice of 
a familiar instructor (such as Shaky Hand video 
and Narrated PowerPoint) compared to text-rich 
media with nonverbal communication such as 
PowerPoint slides.

2. YouTube and Shaky Hand videos would have 
the highest number of student engagement 
because of their high degree of media richness 
and visual media. Therefore, higher PATHs will 
be observed for YouTube and Shaky Hand videos 
compared to other instructional media.

3. There will be a direct and positive relationship 
between PATHs and student outcomes on as-
sessments.

Study Context

Description of the Environmental Toxicology Online 
Course

The Environmental Toxicology course used in this 
study was offered through Blackboard Learn LMS. Stu-
dents learn about the effects of chemical and physical 
agents on the health of the public and environment. 
They particularly study the transport of pollutants, 
chemical behavior, and biochemical mechanisms of the 
adverse health effects from environmental pollutants. 
Different instructional media were incorporated into 
the online course and were available for students to 
access throughout the semester. The instructional me-
dia included Narrated PowerPoint, PowerPoint slides, 
Shaky Hand videos and YouTube videos. Statistical 
tracking was enabled and used to generate the Black-
board Learn course reports at the end of the semester.

Participants
The data for this study was obtained from graduate 

students enrolled in an online environmental toxicol-
ogy class in the fall of 2018. The course originated 
from the public health program at the University of 
Illinois, Springfield, and its duration was 15 weeks. 
The sample population comprised 15 students (60% 
female and 40% male students).

Course assessment
The students enrolled in the Environmental Toxicol-

ogy coursewere assessed in a variety of ways, includ-
ing quizzes, exams, discussion board posts, and term 
papers. The assessments can be categorized into two 
types: formative and summative.

Formative assessment:
1. Quizzes: at the end of each week, a timed, 

open-book quiz (comprising multiple choice and 
true/false questions) on the week’s lecture and 
textbook contents was assigned on Blackboard 
Learn LMS. The aggregated grade from all quiz-
zes was worth 30% of the final grade.

2. Discussion board posts: participation was manda-
tory and “active,” which is defined as “providing 
meaningful expression and well thought out 
answers to the discussion questions.” Meaningful 
dialogue is participation where the posts answer 
the discussion question, response to posts from 
other students, and contribution to group discus-
sions. This was worth 20% of the final grade.

Summative assessments:
1. Exams: Two open-book exams were administered 

during the course of the semester. The first exam 
was comprehensive and comprised all the con-
cepts that were taught before the midpoint of 
the semester. The second exam comprised all the 
concepts covered throughout the entire semester. 
Each exam was worth 15% of the final grade, with 
both exams worth 30% of the final grade.

2. Final paper: the students were asked to select 
and write about a problem topic that was 
relevant to toxicology. Problem topics that 
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were deemed relevant were preapproved by 
the instructor. The students were required to 
relate a historical perspective of the problem 
or issue, discuss how the problem or issue was 
recognized, identify the impact of the problem 
or issue on public or environmental health, ex-
plain how the problem or issue is being studied, 
and outline how the problem or issue is being 
addressed or controlled. The final paper was 
worth 20% of the final grade.

Course materials were posted weekly on Blackboard 
and the students were required to complete their 
weekly assignments by a specific date at the end of 
the week. Course reports were run at the end of the 
semester. Though nine course reports were generated, 
no data were generated for course coverage and course 
performance reports, since no course set goals or goal 
type were included in the course. All subjects com-
pleted an informed consent to participate in the study. 
No incentive was provided for subject participation.

Results and Discussion

As described in the PATHs Framework, learning ana-
lytics data from the course reports can be categorized 
into course-level and student-level data. The data in 
this study only reflects course-level data.

The maximum number of points that students 
could earn for each exam was 20. The weighted value 
of each exam to the final grade was 15%. Each quiz 
was worth a maximum of 10 points and contributed 
20% to the final grade. As shown above, pre-quiz hits 
were hits observed before the due date of the quiz. 
Post-quiz hits were hits observed after the due date of 
the quiz. Week 1 was not included because it was an 
introductory week and was not graded. Week 13 was 

not included because it was the week for completing 
projects. Hits were not observed for Weeks 2 through 
Week 5 because data from Blackboard Learn LMS were 
purged from the server due to the 180 day limitation. 
The hits were collated weekly, and though some weeks 
covered two or three PowerPoint chapters, hits on all 
chapters counted as one hit and not two or three sepa-
rate hits. Based on the data above, student hits were 
higher for Week 10 Narrated PowerPoint (107 hits) 
compared to any other form of instructional media. 
Week 10 also had the third highest post-quiz hits, but 
the second lowest average grade on quiz assessments 
(8.48 points). The Week 11 Narrated PowerPoint had 
the fourth highest pre-quiz hits (70 hits), the second 
highest post-quiz hits (81 hits), and the highest aver-
age grade on quiz assessments (9.62 points). Overall, 
students performed better on quiz assessments for 
which Narrated PowerPoint was used for instructional 
delivery compared to other forms of media.

The Total Number of Weekly Hits on Course Con-
tent was used to measure student engagement with 
the instructional media. As shown above, there was 
no direct correlation between the type of instructional 
media and weekly hits on course contents (Figure 2), 
since the overall trend was a decrease in hits through 
the semester (from 1400 hits in week 2 to 590 hits 
in week 15) (Figure 1). This is consistent with previ-
ous findings described in Adebowale (2017), which 
showed that student engagement level, as measured 
by the number of hits, often declines as the semester 
progresses. Strategies are needed to sustain the same 
student-engagement levels that are observed in the 
first half of the semester (Table 4). An important ob-
servation is the low level of hits based on PowerPoint 
instructional media compared to the other forms of 
media.

Table 3. Student engagement with instructional media (as measured by the number of pre- and post-quiz hits) (H)

Week Instructional media Number
of pre-quiz hits

Average Grade on 
Quiz Assessment

Number
of post-quiz hits

2 Chapter 1 Narrated PowerPoint – 9.00 35

3 Chapter 2 YouTube video (Bhopal gas tragedy) – 8.26 33

4 Chapters 3/4 PowerPoint slides – 9.06 39

5 Chapters 5/6 Shaky Hand video (Dose response) – 9.28 49

6 Chapters 7/8 PowerPoint slides – 9.25 56

7 Chapter 9 PowerPoint slides 52 9.50 50

8 Chapter 10 PowerPoint slides 84 9.00 37

Exam 1 –

9 Chapter 11 PowerPoint slides 65 9.00 36

10 Chapters 12/13/14 Narrated PowerPoint 107 8.48 68

11 Chapters 15/16/17 Narrated PowerPoint 70 9.62 81

12 Chapter 19 PowerPoint slides 63 9.40 97

14 Chapter 24 PowerPoint slides 73 8.53 50

15 Chapter 25 PowerPoint slides –

Exam 2 –

Source: LMS Course Reports on Hits on Instructional Media.
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Table 4. Student engagement with instructional media (as measured by the number of weekly hits (H) on course contents)

Week Type of Instructional media Total Number of Weekly Hits 
on Course Content

Average Grade 
on Quiz Assessment

2 Narrated PowerPoint 1393 9.00

3 YouTube video 1391 8.26

4 PowerPoint slides 1397 9.06

5 Shaky Hand video (Dose response) 1407 9.28

6 PowerPoint slides 1414 9.25

7 PowerPoint slides 1459 9.50

8 PowerPoint slides 1447 9.00

Exam 1

9 PowerPoint slides 1260 9.00

10 Narrated PowerPoint 1221 8.48

11 Narrated PowerPoint 1062 9.62

12 PowerPoint slides 1022 9.40

14 PowerPoint slides 757 8.53

15 PowerPoint slides 590

Exam 2

Source: authors’ own study.

Figure 1. Total Course Hits on Contents per Week
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Figure 2. Total Number of Weekly Hits Aggregated by Type of Instructional Media

0
200
400
600
800

1000
1200
1400
1600

N
ar

ra
te

d
Po

w
er

Po
in

t

N
ar

ra
te

d
Po

w
er

Po
in

t

N
ar

ra
te

d
Po

w
er

Po
in

t

Po
w

er
Po

in
t

Po
w

er
Po

in
t

Po
w

er
Po

in
t

Po
w

er
Po

in
t

Po
w

er
Po

in
t

Po
w

er
Po

in
t

Po
w

er
Po

in
t

Po
w

er
Po

in
t

Sh
ak

y
ha

nd
 v

id
eo

Yo
uT

ub
e

vi
de

o

10 11 2 4 5 7 8 9 12 14 15 6 3

Total Number of Weekly Hits on Course Content Based on InstrucƟonal Media

Source: LMS Course Reports User Activity Inside Content Areas.



e-mentor nr 3 (80)   29

Table 5. Student engagement with instructional media (as measured by the number of weekly hits (H) and posts (P) on 
discussion board forums)

Week Type of Instructional media
Total Number 

of Weekly Hitson 
discussion board forum

Total number of weekly 
posts on discussion 

board forum

Average Grade
on Quiz Assessment

2 Narrated PowerPoint 190 21 9.00

3 YouTube video 296 26 8.26

4 PowerPoint slides – – 9.06

5 Shaky Hand video (Dose response) 267 34 9.28

6 PowerPoint slides – – 9.25

7 PowerPoint slides 222 34 9.50

8 PowerPoint slides – – 9.00

Exam 1

9 PowerPoint slides – – 9.00

10 Narrated PowerPoint – – 8.48

11 Narrated PowerPoint – – 9.62

12 PowerPoint slides – – 9.40

14 PowerPoint slides 757 – 8.53

15 PowerPoint slides 590 – –

Exam 2

Source: authors’ own study.

If student engagements are higher with media-rich 
instructional media such as Shaky Hand video and 
Narrated PowerPoint, then higher numbers of hits and 
posts should be expected during the weeks in which 
these media were used for instructional delivery. As 
shown above, prior to Exam 1, the discussion board 
forum with YouTube video had the highest number of 
hits (296 hits), followed by the forum with Shaky Hand 

video (267 hits), and then the forums with PowerPoint 
slides and Narrated PowerPoint with 222 hits and 190 
hits respectively. This may be an affirmation of the 
media richness theory (Mehrabian and Ferris, 1967), 
which states that videos have higher media richness 
than media with nonverbal communications. Overall, 
this hypothesis of the current study was supported by 
this observation. The symbol “-” indicates the discus-

Table 6. Student engagement with instructional media (as measured by the time spent (T) on instructional media and the 
frequency of access (A))

Week Type of Instructional media Total time (T) spent 
on media in hours

Number of times 
Instructional Media 

was Accessed (A)

Average Grade
on Quiz Assessment

2 Narrated PowerPoint 0 36 9.00

3 YouTube video 0 39 8.26

4 PowerPoint slides 0 68 9.06

5 Shaky Hand video (Dose response) 0.01 79 9.28

6 PowerPoint slides 0 59 9.250

7 PowerPoint slides 0 34 9.500

8 PowerPoint slides 0 24 9.00

9 PowerPoint slides 0 27 9.00

10 Narrated PowerPoint 0 74 8.48

11 Narrated PowerPoint 0.05 68 9.62

12 PowerPoint slides 0 40 9.4

14 PowerPoint slides 1.4 28

15 PowerPoint slides 0 27

Source: LMS Course Report Single Course Activity Overview (SCAO).

Using Instructional Media to Improve Student Learning...
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sion board forum was not part of the week’s activities. 
The high level of hits observed during weeks 14 and 
15 may be due to students reviewing course contents 
for the final exam.

Partial data was obtained for time spent on each 
media. This may be due to the course report not 
capturing time spent below a certain threshold. The 
frequency of access (A) to each media showed higher 
access to Narrated PowerPoint (average Access = 
59.33) and Shaky Hand video (Access = 79) compared 
to YouTube video (Access = 39) and PowerPoint slides 
(average Access = 38.38), which had the least access.
Additionally, analytics on Access and Time for each 
media were not provided by running a course report 
of each media. Rather, they were obtained from the 
Single Course Activity Overview (SCAO) report. In 
some SCAO reports, analytics for Narrated PowerPoint 
and YouTube videos were not generated among other 
data; as a result, Access and Time were obtained from 
the content folder analytics.

As shown in the Figure 3, there was no defined 
relationship between access to instructional media 
and the weeks. Unlike posts (P) and Hits (H) on weekly 
contents, which peaked during the first half of the 
semester and continuously declined for the rest of the 
semester, access (A) to instructional media showed no 

specific correlation with the weeks of the semester. 
A notable observation was the sudden increase in Ac-
cess in Weeks 10 and 11, when Narrated PowerPoint 
was used, and the rapid decrease afterwards in Week 
12 when PowerPoint slides were used. A limitation 
to this observation was the limited sample size used 
in this study, which make it difficult to compare the 
weekly contents; and hence its generalizability.

As shown in Figure 4, when the weeks of the semes-
ter were ordered based on the type of instructional 
media used, a pattern that emerged clearly showed 
that the average access (A) was the best approach to 
explaining the differences between the types of access 
to each form of instructional media.

Quiz Assessments were based on open-book 
questions, and were available at the beginning of 
the week. Quizzes were given weekly. Each quiz had 
a force-completion requirement, i.e. the student must 
complete the quiz once it is deliberately opened. Each 
graded quiz assessment remained open for students 
to access and review during the course. Students with 
high PATHs on the instructional media were expected 
to spend less time on each weekly quiz assessment, 
since they should have mastered the concepts. In 
addition, students were expected to spend less time 
on quizzes that were based on content delivered with 

Figure 3. Total Access (A) to Instructional Media Organized by Weeks
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Figure 4. Overall Access (A) to Instructional Media
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instructional media high in media richness compared 
to other forms of media. Table 7 shows the course-
level data of total time spent on each quiz assessment 
by all students on the course.

As shown in Figure 5, the students spent less time 
(on average) on quiz assessments in which Narrated 
PowerPoint was used to deliver instruction compared 
to other forms of instructional media. YouTube video 
and Shaky Hand video had the next least times respec-
tively. Quiz assessments in which PowerPoint slides 
were used to deliver instruction showed the highest 
time spent by students. Limitations to this observation 
include difficulty of the quiz, the number of chapters 
covered in the quiz, limited sample size, and other 
learner factors that could have contributed to the 
variance in performance.

As previously stated, Quiz Assessments were avail-
able at the beginning of each corresponding week. 
Students were only allowed to attempt the quizzes 
in one sitting; however, each graded quiz assessment 
remained open for students to access and review dur-

ing the course of the semester. Since the mid-term and 
final exams were cumulative, students could access 
each quiz assessment while taking the exams. Based 
on the media richness of each instructional media, 
students were hypothesized to have lower access 
to quiz assessments on instruction in which instruc-
tional media with verbal communications were used 
(e.g. YouTube video, Shaky Hand video, and Narrated 
PowerPoint) compared to media with nonverbal com-
munications (e.g. PowerPoint slides). This is based 
on the conjecture that instructional media with high 
media richness improves long term memory storage 
of information compared to media that has low media 
richness. Hence, students were expected to recall in-
formation faster, and therefore spend less time on quiz 
assessments with instruction based on instructional 
media with high media richness.

As shown in Figure 6, the students had the lowest 
access to quiz assessments in which instruction was 
delivered using YouTube video instructional media 
compared to other forms of instructional media. This 

Table 7. Time Spent on Quiz Assessments 

Week Instructional media Time (T) spenton Quiz 
Assessment (in hours)

Average Grade on Quiz 
Assessment

2 Chapter 1 Narrated PowerPoint 7.50 9.00

3 Chapter 2 YouTube video (Bhopal gas tragedy) 7.84 8.26

4 Chapters 3/4 PowerPoint slide 18.55 9.06

5 Chapters 5/6 Shaky Hand video (Dose response) 11.33 9.28

6 Chapters 7/8 PowerPoint slide 14.18 9.25

7 Chapters 9 PowerPoint slide 8.90 9.50

8 and 9 Chapters 10/11 PowerPoint slide 9.84 9.00

10 Chapters 12/13/14 Narrated PowerPoint 15.33 8.48

11 Chapters 15/16/17 Narrated PowerPoint 12.72 9.62

12 Chapter 19 PowerPoint slide 7.58 9.40

14 Chapter 24 PowerPoint slide 9.63 8.53

15 Chapter 25 PowerPoint slide 10.41 –

Source: LMS Course Report Course Activity Overview (CAO).

Figure 5. Time Spent on Quiz Assessment Based on Type of Instructional Media
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may suggest that students recall better when instruc-
tion is delivered with YouTube video compared to 
other media. Instructions delivered with Shaky Hand 
video and PowerPoint had the highest access to quiz 
assessments; an indication of lower media richness. 
Narrated PowerPoint showed lower student access to 
quiz assessments; an indication that its media richness 
was higher than Shaky Hand video and PowerPoint.

Conclusions and implications

This study hypothesized that students would have 
high PATHs on instructional media with higher media 
richness, and that students were also expected to 
perform better on weekly quiz assessments based 
on instructions delivered with media that have higher 
media richness. Overall, Narrated PowerPoint had the 
highest PATHs and lowest quiz access, and more im-
portantly the highest scores on assessments. YouTube 
video had the next highest PATHS, lower quiz access, 
but lower scores on assessments. Higher PATHs 

were observed with Shaky Hand videos compared to 
PowerPoint. These findings are consistent with both 
the transactional distance theory and media richness 
theory. The implication of these findings clearly shows 
the need for more instructional media with high media 
richness in online courses; specifically, environmental 
toxicology courses. Instructional media with high 
media richness mitigates the transactional distance 
experienced by learners and instructors in online 
environments. More importantly, lecture capture, as 
represented by Narrated PowerPoint media, is an im-
portant PATHs factor that influences student outcomes 
on assessments. This is consistent with the findings 
in Ekwunife-Orakwue (also known as ‘Adebowale’) 
and Teng (2014), which showed courses with lecture 
capture having the highest PATHs as measured by 
Learner-Content interaction, and also producing the 
greatest variance in student satisfaction in online and 
blended courses. Future studies would have to expand 
the number of courses used in the study, as well as 
the sample size of students group.

Table 8. Frequency of Access (A) to Quiz Assessments

Week Instructional media Number of times Quiz
was Accessed (A)

Average Grade
on Quiz Assessment

2 Chapter 1 Narrated PowerPoint 41 9.00

3 Chapter 2 YouTube video (Bhopal gas tragedy) 30 8.26

4 Chapters 3/4 PowerPoint slides 47 9.06

5 Chapters 5/6 Shaky Hand video (Dose response) 57 9.28

6 Chapters 7/8 PowerPoint slides 35 9.25

7 Chapter 9 PowerPoint slides 34 9.50

8 and 9 Chapters 10/11 PowerPoint slides 30 9.00

10 Chapters 12/13/14 Narrated PowerPoint 43 8.48

11 Chapters 15/16/17 Narrated PowerPoint 43 9.62

12 Chapter 19 PowerPoint slides 44 9.40

14 Chapter 24 PowerPoint slides 59 8.53

15 Chapter 25 PowerPoint slides 62

Source: LMS Course Report Course Activity Overview (CAO).

Figure 6. Frequency of Access to Quiz Assessments
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Playing
with Benford’s Law
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Benford’s Law (BL) can be defined as a collection of em-
pirical evidence related to the frequency distribution of the 
leading digits in numerical data sets. The best-known ver-
sion of the law states that in those data sets representing 
a collection of “natural” data, the probability of seeing a 
particular digit in the first position is inversely related to its 
rank. For example, 1 appears as the first digit in about 30% 
of all cases, while 9 appears in less than 5% of cases. Other 
versions of BL define the frequency distribution of the second 
digits, third digits, and their combinations. The history of 
the discovery of this law makes it even more mysterious. 
Initially explored by Newcomb (Newcomb & Nuw, 1881), 
the law was forgotten for more than 50 years. Benford 
(1938) rediscovered it, and used it to explain the behavior 
of numerous data sets from different domains of science. BL 
can be treated as one of the most exciting representations 
of the power laws, which are used in natural sciences and 
empirical research in economics (Gabaix, 2016). 

Introduction

In real-life numbers are assumed to be defined 
by random events, thus following BL. However, our 
perception of randomness deviates from true random-
ness. Falk and Konold (1997) note that the human 
mind tends to produce rather dense distributions, as-
suming that the probability of any digit taking first po-
sition is equal for all digits. In other words, we expect 
digits to be uniformly distributed, and the chances of 
seeing any digit in the first position are equal (with

a chance of ≈ ). If the numbers are

generated by the human mind, the distribution of the 
first digits should differ from Benford’s distribution.
Therefore, BL can be used as a test for whether a da-
taset contains real-life numbers (Gauvrit et al., 2017). 
A particular area of BL applicationis in the fight against 
tax fraud (Drake & Nigrini, 2000).

The popularity of BL, especially in the accounting 
textbooks, rises as big data analysis enters everyday 

accounting practice (Janvrin & Watson, 2017). How-
ever, the application of BL should not be limited solely 
to these areas; it seems that not only accounting and 
finance, but other fields of economics can be enriched 
by introducing BL to the academic curriculum. The 
present paper utilizes a simple tax fraud classroom 
experiment based on BL in order to achieve the follow-
ing teaching goals: i) demonstrating to undergraduate 
economics students the complexity of probability 
theory as well as biases related to “folk” probability 
estimation in the human mind; ii) showing the op-
portunities for big data analysis; iii) discussing the 
reliability of publicly available data and ways to check 
it; iv) familiarizing the students with simple program-
ming tools for simple applied economic problems. 

The first part of the paper discusses the history of 
BL, its functional form, and its application in anti-tax 
fraud procedures. The second part is devoted to the 
potential of BL to enrich the academic curriculum of 
different economics subjects. Finally, the third part 
presents the detailed guide for the lecture devoted 
to BL, including classroom experiment methodologies 
and relevant empirical and theoretical support. 

History, formulation, and testing of BL
The history of BL began in 19th century when an 

astronomer, Newcomb (1881), noticed that the first 
pages of the logarithm books in the library were the 
most thumbed, while the last pages left relatively un-
damaged. He explained this by the fact the frequency 
of distribution of the first digits is not uniform and 
is instead inversely dependent on the digit’s rank. 
Initially, this distribution pattern was defined as

 = +  (1)

where 
D is the digit’s rank;
PD is the probability of seeing digit D as the first digit 
in the randomly chosen number.

Iana
Okhrimenko*
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Equation (1) implies that probability PD of the first 
digit D occurring, which takes the value from the range 
D ∈ [1. 9], can be defined as a common logarithm 

of + . If the distribution of the first digit was

uniform, the probability of any specific digit occur-
ring as the first digit would be identical for each digit 
(approximately 11.1%). However, according to the 
Newcomb’s formula for probability distribution (1), for 
the digits1, 2, and 9, the probability of appearing as 
the first digit is close to 30%, 17%, and 4%, respectively. 
The pattern is general and irrespective of the unit of 
measurement or data source, and thus is referred to 
as a “universal property of real world measurements” 
(Sambridge & Tkalčic, 2010), or, more poetically, the 
„harmonic” nature of the world (Furlan, 1948). The law 
was rediscovered by Benford in 1938, who analyzed 
20,229 numbers related to city populations, financial 
data, etc. from 20 different statistical sources, and 
proved that the distribution of the first digits followed 
the pattern he defined.

BL can be extended to other systems besides the 
decimal. The more general form of BL is presented 
in equation (2). 

 = +  (2)

where
D is the digit’s rank;
B  is the number of digits in the system (for instance, 

for a binary system,  B =2).

It is possible to define the distribution pattern not 
just for a single digit D, but also for a combination 
of n digits. Table 1 presents the precise expected 
frequency of the first four digits in accordance with 
Benford’s distribution. Figure 1 shows the probability 

distribution function for the first digit, which is the 
most commonly applied. 

The explicit and unified theoretical justification of 
BL still has to be developed (Sambridge et al., 2011; 
Berger & Hill, 2011). Nevertheless, the attempts to 
design it have resulted in the theorem of random 
samples from random distributions. This theorem 
suggests that even if some individual distributions of 
real data do not follow BL, random samples taken from 
such distributions still do (Hill, 1995). As discussed in 
the next section, numerous studies have explored the 
opportunity to exploit BL for the sake of uncovering 
tax fraud. From this perspective, the researchers need 
statistical tools that can provide reliable results con-
cerning the deviations of the hypothetically “natural” 
data samples from the distributions predicted by BL.

One of the most common methods of testing the 
consistency of theoretical and empirical distributions 
is the goodness-of-fit test. The null hypothesis (H0) 
states that a sample of the data does not differ from 
the sample predicted by BL. The test statistics have 
the typical Chi-squared distribution (Cho & Gaines, 
2007, p. 220):

 
( )

χ
=

−
=

where
Oi is the observable frequency of digit i;
Ei  is the expected frequency of digit i (i.e., frequency 

predicted by BL);
n is the number of observations. 

This follows from Chi-squared distributions with k 
degrees of freedom. One of the major disadvantages 
of this test is that it is extremely sensitive to sample 
size, which makes it too rigid for testing purposes 
(Ley, 1996; Giles, 2007). 

Table 1. Probabilities of the numbers from the natural dataset occurring in the first, second, third, and fourth digit 
position

Digit Probability of occurring 
in the first position

Probability of occurring 
in the second position

Probability of occurring 
in the third position

Probability of occurringin 
the fourth position

0 N/A* 0.11968 0.10178 0.10018

1 0.30103 0.11389 0.10138 0.10014

2 0.17609 0.10882 0.10097 0.10010

3 0.12494 0.10433 0.10057 0.10006

4 0.09691 0.10031 0.10018 0.10002

5 0.07918 0.09668 0.09979 0.09998

6 0.06695 0.09337 0.09940 0.09994

7 0.05799 0.09035 0.09902 0.09990

8 0.05115 0.08757 0.09864 0.09986

9 0.04576 0.08500 0.09827 0.09982

Source: Nigrini, 1999, p. 2.
* The probability cannot be defined.
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One possible alternative might be the Kolmogorov-
-Smirnov test for comparing two empirical distribu-
tions by defining the largest absolute difference 
between the cumulative distribution functions as the 
measure of the discrepancy:

 ( ) ( ) ( )
( )

χ
⋅

= − ⋅
+

 (4)

where
k is the total number of observations;
Fn1(x) and Fn2(x) are empirical cumulative distributions 
of the first and the second sample, respectively;
n1 and n2 are the sizes of the first and the second 
sample, respectively.

According to Stephens (1970), the Kolmogorov-
-Smirnov test is not biased by sample size and gives 
more reliable conclusions. However, as noted by 
Noether (1963), tests based on the null hypothesis 
of a continuous distribution may not be appropriate 
for testing discrete distributions. As a result, the test 
values may be quite conservative in rejecting the null 
hypothesis, giving false-negative results.

Application of BL in teaching economics

Accounting and finance – tax fraud
The first proposal for applying BL to check the va-

lidity of natural number samples was made by Varian 
(1972). However, BL was still not applied by account-
ants and tax officers up to the late 1980s, when Cars-
law (1988) observed that the distribution of the digits 
in data reflecting income streams from New Zealand 
was not in line with BL. Nigrini’s works (1996; 1999) 
on the digital analysis were actually helpful in uncover-

ing cases of tax evasion in the USA. At the same time, 
some researchers (see Ettredge &  Srivastava, 1999) 
stated that the fact that the distribution of the first 
digits in the presumably real numbers differs from BL 
does not necessarily imply fraud: the deviation might 
arise from flaws and operating inefficiencies in the 
operating data systems. 

Durtschi et al. (2004) defined the cases when BL 
should or should not be applied in order to recognize 
fraud. They claim that BL can be used as a reliable 
detector of fraud i) when the numbers are the com-
binations (products) of the other numbers (e.g. sales); 
ii) when the dataset is large enough; iii) when the 
mean is higher than the median, and the skewness is 
positive. In contrast, BL will not give reliable conclu-
sions about fraud when:i) the numbers are assigned 
(e.g. invoice numbers); ii) the numbers are the product 
of human design (e.g. prices, which tend to end with 
99); iii) the numbers come from accounts featuring 
a large proportion of firm-specific numbers, and iv) 
when there are minimum and maximum numbers 
built in. 

The last couple of decades have been marked by 
a substantial increase in the volume of financial and 
accounting literature showing how to use BL to track 
fraud and its applicability in forensic accounting (Ni-
grini, 2012). The know-how presented in the majority of 
papers focused on the operational side of the problem 
(Simkin, 2010). The focus on the applied aspects of 
BL in the accounting and financial literature caused 
the development and extension of these methods (Ni-
grini, 2012). New and promising areas of application 
in finance and accounting are anti-money-laundering 
(Yang & Wei, 2010) and financial statement analysis 
(Henselmann et al., 2012). Drake’s and Nigrini’s (2000) 
methodology can serve as an excellent example of 
how to introduce BL and digital analysis of accounting 

Figure 1. Distribution of the leading digit: a visualization

Source: own work, based on Nigrini, 1999, p. 2.



e-mentor nr 3 (80)   37

data to students efficiently. This paper can be treated 
as a very comprehensive instruction for students and 
practitioners of accounting and auditing.

Microeconomics – training the probability perception
The critical issue related to the modern way of 

teaching microeconomics is the excessive use of the 
“chalk-and-talk” approach as well as insufficient at-
tention towards the students’ skills of solving applied 
problems (Watt, 2011). A BL experiment can be treated 
as one of a series of activating tools used during ap-
plied microeconomics courses. Its main aim is to show 
how the simplified perception of the probability can 
result in incorrect perceptions of real-life economic 
phenomena. Even setting up a simple standard model 
requires, among other things, a realistic understand-
ing of the probabilities, which is usually outside the 
agenda of an economics education (Gigerenzer, 2015). 
The majority of economics textbooks present problems 
where the probabilities are either explicitly defined 
or can be derived using simple rules of probability 
counting (see, for instance, McConnel et al. 2014, 
Varian 2014, Frank & Cartwright, 2013). Students do 
not gain any skills in evaluating probabilities on their 
own; instead, they obtain the information as found in 
textbook problems.

BL can be treated as one of the Power Laws (PLs), 
which are a good source of the empirical evidence 
necessary to develop the skills of realistic probability 
perception since they facilitate the process of gaining 
background knowledge about the numerous empiri-
cally observed patterns. Firstly, PLs are present in vari-
ous fields of science and life. One of the best known 
and commonly mentioned beyond the field of formal 
science is the Pareto principle, while an additional 
example is that the size distribution of cities follows 
Zipf ’s Law (1936), analogously to the size of the 
companies and the stock exchange cumulative returns 
(Gabaix, 2016). Secondly, the unique thing about PLs 
is that they break the common perception that the 
variables are distributed around the mean (i.e., that 
data generally fit the uniformor normal distribution 
patterns). Our tendency to average is so strong that 
even the popular Pareto distribution of income is flat-
tered in the human mind, as Norton and Ariely (2011) 
showed in their experimental study. 

Big data – the new challenge
The development of the field of data science has pro-

vided additional opportunities for applying statistical 
analyses, such as testing BL in many areas of manage-
ment, accounting, business, and economics. It is part 
of the “big data” revolution, in which various data are 
treated as a new production factor. Big data is referred 
as “high-volume, high-velocity and/or high-variety in-
formation assets […]” (Gartner, 2015, retrieved from 
Janvrin & Watson, 2017, p. 2). The field of data science 
as it is understood nowadays is relatively young, but it 
has already become integral to a wide range of related 
fields. Teachers need to find a new way of incorporating 
this change to the existing educational process.

Janvrin and Watson (2017) have analyzed the role 
of big data in maintaining accounting standards. The 
big data approach is even more relevant to revealing 
cases of tax fraud by applying BL because using auto-
mated procedures is less costly than developing the 
human mind. Further developments in data science 
and the standardization of reporting methods for the 
tax and financial authorities may also facilitate the 
development of automated audits. For accounting 
students, the new tools provide the possibility to 
analyze both structured and unstructured data using  
Business Intelligence (BI) technologies and avoiding 
time-consuming and laborious calculations in Excel. BL 
is set to become part of the curriculum for accounting 
students (Drake & Nigrini, 2000). 

The big data revolution will also change how we 
teach economics. The new IT tools make statistical 
analysis simpler and easier. Admittedly, economics 
students have no access to typical BL tools due to the 
relatively high costs, but the combination of open-
source R, R-studio and Markdown software makes it 
possible to conduct studies with no explicit costs. 
The availability of ready-to-use procedures allows 
them to carry out such data exploration with little 
in the way of programming skills and can be a good 
motivator to learn how to code and to use statistics. 
The possibility of testing BL seems to be wide open 
for students and teachers. The increasing number 
of emerging areas and applications make it more 
attractive (Berger & Hill, 2015). There are two main 
areas of using BL in the classroom: i) testing the qual-
ity of economic data, and investigations related to 
scientific fraud and fake data; ii) testing the behavior 
of forecasts in econometric modeling. 

Similarly to tax and financial data, economic data 
may contain defects resulting from unreliable reporting 
or intentional manipulation. The exploitation of the 
data should be preceded by procedures for testing data 
quality. The literature showed that the credibility of 
the data used in economic and social science research 
is moderate or even low (Ioannidis & Doucouliagos, 
2013). BL is one of the potential tools available to 
investigate the problem of data falsification (Michalski 
& Stoltz, 2013). The application of these new IT tools 
makes the procedure so simple that even students can 
become investigators and discover scientific fraud and 
non-naturality in the data. This can be their first step 
towards critical thinking about scientific evidence. 
The experience of investigations of this type can also 
reduce the moral hazards of students by demonstrating 
the existence of efficient tools for detecting fraudulent 
behavior. 

An additional and relatively new area of using BL is 
an application for testing the robustness of the fore-
casts in econometric modeling. If the input data fits 
BL, then the output data should also meet the same 
criterion. The new evidence shows that some outputs 
from numerical algorithms, transformations of the 
random variables and the stochastic processes, as well 
as multidimensional systems, fulfill BL (Berger & Hill, 
2015). A test based on BL may be an exciting proposi-
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tion to evaluate such models as Dynamic Stochastic 
General Equilibrium Models (hereafter DSGE), which 
have no statistical goodness-of-fit measures yet. 

Experiment, simulation, and research – 
BL in the classroom – a case study

The educational tools presented in this section were 
used to introduce BL during an Applied Microeconom-
ics course, but they can also be used for accounting/
finance or data science classes. The first stage of the 
study is to conduct an experiment; the students have no 
prior knowledge when providing the answers, and this 
is expected to have a positive effect on their motivation 
to learn the subject through the creation of a form of 
“information deprivation.” The second stage is devoted 
to the analysis of BL, including the theoretical formula-
tion of legal, real-life examples, and an application of 
BL in tax fraud detection. The demonstration of the 
Monte-Carlo simulation is presented to prove the evi-
dence collected by other authors. Finally, the students’ 
answers are presented. The third stage of the study 
incorporates an analysis of the IT tools necessary for 
conducting the experiment and the data analysis. 

The tax fraud problem was the central storytelling 
(or narrative) framework, used to make the problem 
interesting for the students. To be more precise, they 
attempted to fool a hypothetical tax officer through 
providing fictional numbers that appeared to be 
random. Geyer (2010) used a similar methodology, 
making BA students play the role of tax evaders. 
The crucial difference between Geyer (2010) and the 
present paper is that the latter proves explicitly to 
the students the impossibility of committing tax fraud 
in the epoch of big data techniques. In other words, 
the undergraduate economics students gain valuable 
experience, which is expected to prevent them from 
cheating in the future. 

The main goal of using the tools was behind the 
story. It was attempted to show to the students that: 
i) the straightforward perception of probability can 
result in inefficiency in the analysis of real-life prob-
lems; ii) the possibility of fraud in the big data era is 
much smaller, and this is explained not only by the 
tax and financial issues but also by developments in 
scientific research and public statistics.

Conducting the experiment 
During the experiment, the students were asked 

to add 60 numbers to the fictitious invoices. Their 
goal was to generate data that would appear to be 
generated by random factors, not by the human mind. 
The students received a small number of additional 
grading points for participation in the experiment, 
and they also gained extra points for avoiding being 
caught. The incentive may seem to be non-ethical, 
as the students received extra points for non-ethical 
behavior; however, the motivation incentive scheme 
is correct. The chance that they would receive points 
for efficient cheating is minimal, as the anti-fraud pro-
cedures based on BL work fine. Even after the lecture, 
a student who knew and understood BL had problems 
with fictional cheating on the tax authorities because 
they could not control the frequencies of all the digits. 
In addition, the students need to experience that their 
effort to cheat is useless. This experience (i.e. demon-
strating how easily fraud can be detected) is a crucial 
factor, which can influence their further behavior and 
motivate them to avoid fraud (Joyner, 2011), especially 
in the light of the public presentation of the results of 
anti-fraud procedures. In order to avoid the possibility 
of boycotting the experiments caused by the transpar-
ency of the decision, the students were asked to enter 
an anonymous nickname during the experiment (see 
the first screen of the experiment, Fig. 2). They could 
recognize their results while remaining anonymous on 

Figure 2. Initial screen in the BL experiment

Source: own experiment, programmed in labsee.com.
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the animation presenting the results of the antifraud 
algorithm (see Fig. 2).

The experiment is quite short and can be conducted 
as the first part of the lecture or as prior homework. 
The students have to fill in the gaps with numbers 
on all four screens representing the hypothetical 
monthly accounts (see Fig. 3). To make the task more 
complicated, the students must enter the numbers 
using a pre-defined number of digits. 

The experiment was conducted using the labsee.
com platform.1 The platform offers a variety of tools 
for conducting online synchronous and asynchronous 
experiments and surveys; using this platform requires 
basic skills in Java programming. The advantage of 
the using labsee.com platform is the instructor’s 
ability to control the experiments in real-time during 
the lecture. However, if the experiment is performed 
asynchronously, the instructors are free to use any 
other online platform. 

Introducing BL by the simulation and analysis 
of real data 

After all the participants submit their responses, 
the instructor should proceed to introduce and explain 
BL. The proposed method of doing this is split into 
several stages: i) explaining BL using the Monte Carlo 
simulation and theory presented in the first section 
of the present paper; ii) proving that real-life data 
follow BL; and iii) showing and discussing the results 
of the experiment.

The Monte Carlo simulation serves as a simple 
thought experiment, which shows the misleading per-

ception of a probability based on the prior student’s 
experience about the distribution of values around 
the mean. In the first part of the experiment, they 
should imagine one bag containing nine ping-pong 
balls, labeled from 1 to 9, and the other two bags 
containing ten ping-pong balls labeled from 0 to 9. If 
the participant is asked to close his eyes and withdraw 
a random ball from the first bag, what would be the 
probability of pulling out a ball labeled “7”? According 
to theory and common sense, the probability should 
be 1/9. The same would be applicable to any other 
number. For the second and third bag, the probability 
of pulling out a ball with a random number should be 
1/10. The MC simulation ball_drawings.html2 presents 
the visualization of the sequential drawings, which 
mimics the process of the random choice of 60 sam-
ples from three digit numbers (see Fig. 4). 

The main observation that should be stressed 
based on the simulation is that for a small number 
of repetitions, it is difficult to find any patterns in 
the generated data. However, as the number of 
draws grows, the probability is consistent with the 
expected uniform distribution (the last screen shows 
the results of 10 000 draws). After this simulation, it 
is the right time to introduce BL using the suspense 
technique. The teacher should ask the students 
whether they used the kind of reasoning presented in 
the Monte Carlo simulation. The majority of students 
will probably confirm this. Then the teacher should 
follow the narrative structure and create the tension 
by announcing that if this was their strategy, then 
they have been caught on cheating on the invoice 

Figure 3. Design of the BL Experiment

Source: own experiment, programmed in labsee.com.

1 Labsee.com is a platform designed for conducting large-scale online economic experiments.
2 One can find the R-project to generate the presented visualizations in the online annex; alternatively, there are 
ready-to-use visualizations (see Fig. 4).
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experiment because the actual distribution of digits 
is significantly different.

The instructor should present visualizations of 
the first digit distribution in the empirical datasets 
in order to show that natural data flows suit BL. The 
visualization empirical_data.html includes four data 
samples. The first three are real data describing: 
i) the lengths of the 98 longest rivers in the world; 
ii) the populations of the majority of countries; and 
iii) the GDP of the majority of countries, respectively. 
The fourth data set is the Input-Output (I-O) matrix 

used in the estimation of the DGSE model (Kiuila, 
2018). The visualization (see Fig. 5) shows that even 
for a relatively small number of observations, it is 
easy to see a common pattern in the distribution of 
first digits (Fig. 5a). The first digits are not uniformly 
distributed. For any digit, the frequency of occurrence 
in the first position is inversely related to its rank: for 
instance, the digit 1 is much more frequent than the 
other digits. For the full sets of observations (Fig. 5b), 
the distribution of all the data is nearly identical and 
follows BL.

Figure 4. Simulation of drawing random numbers

Source: own analysis in R in animation package (Xie, 2013).

Figure 5. Frequencies of the first numbers of the analyzed datasets (rivers, populations, GDP, I-O matrix): a) sample 1 to N; 
b) full dataset

Source: own analysis in R in animation package (Xie, 2013). 
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Discussing the results and post-experimental 
activities

The final stage is discussing the results of the 
classroom experiment. After introducing BL in 
a functional form with relevant real-life examples, the 
teacher should present its applications in detecting 
tax fraud (Nigrini, 2012; Simkin, 2010) and show the 
summary visualization of the results of the antifraud 
procedures applied to the experimental data. The 
analysis was performed using the R-CRAN package 
BenfordTests (Joenssen, 2015). The first stage of the 
procedure is a “red flag indicator” based on the digits’ 
p-value. If there is a statistically significant difference 
between the frequency assigned by the participant 
and the frequency predicted by BL (i.e., if the p-value 
is higher than 0.1), the flag is set. The second stage 
is the Kolmogorov-Smirnov goodness-of-fit test. With 
the use of the automatizing R codes, the visualization 
is ready immediately after finishing the experiment 
(see supplementary online materials). 

An essential part of the visualization is to present 
the participants’ nicknames only on the screen. The 
results are presented publicly, and the students can 
easily see and recognize their responses while remain-
ing completely anonymous. In psychology, the experi-
ence can be personally transformative if it changes 
one’s point of view (Paul, 2013). Being caught cheating 
in this way is a valid form of experience, even if it is 

only a game. If future decisions on whether to cheat 
is based on a perception of the probability of not 
being caught, then the obtained results leave no illu-
sions. Even simple statistical procedures can indicate 
fraud exceptionally effectively. The experiment was 
conducted twice (with groups of 10 and 60 people), 
and all the students were flagged.

The simplicity of the BL test (see Fig. 6) can be 
good motivation for students to conduct their own 
investigation. The students can apply the ready-to-use 
R codes, enabling them to apply the BL test with no 
prior experience in coding. The rest of the attached 
codes are more complicated, mainly because of the 
publication purposes, but even students and teachers 
with little or no coding experience can use and modify 
them; the codes are free and available for everyone. 

There are numerous sets of economic data that 
have not been tested for the possibility of mistakes, 
errors, tax fraud or even the scientific fraud. In in-
ternational trade, importers usually avoid reporting 
large volumes, as this may require a higher tariff rate. 
From this perspective, international trade statistics 
can be an exciting test area for applying BL in order 
to identify fraud. 

The empirical distributions of the first digits are not 
consistent with BL distributions for some years (see 
Fig. 7 and supplementary online materials). For such 
a large sample, the presented deviation from BL can 

be a good motivation for further 
detailed investigation.

For students of more advanced 
quantitative methods, it is worth 
discussing two papers devoted 
to i) one of the most straight for-
ward explanations of BL (Fewster, 
2009); and ii) why the presented 
explanations of BL are still not 
satisfactory (Berger & Hill, 2011). 
The latter paper criticizes “folk” 
explanations of BL (such as the 
“birthday paradox”), pointing out 
that although they seem to be 
intuitive, they do not pass the test 
of solid mathematical analysis. In 
other words, BL still remains a kind 
of mystery. 

Playing with BL accidentally 
creates mystery and the atmos-
phere of crime puzzles. For a group 
of MA students, this issue was so 
interesting that they spontane-
ously came up with the idea of 
a contest. During the contest, 
a team of “creative accountants” 
and another of the “tax authority” 
competed. The goal of the former 
team was to generate such data-
sets that would not be detectable 
by the latter group. After some 
modifications, the contest seems 
to have become an auspicious tool 

Figure 6. An example visualization of the results of a classroom experiment

Source: own work, based on R and Benford Tests (Joenssen, 2015), available in online 
materials.
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to inspire students to make additional effort during 
quantitative methods courses.

The mystery of BL touched the authors too. How 
can one explain the result of a simple MC experiment? 
The experiment can be conducted in N-steps.
Step 1:  From the sample of natural numbers ranked 

from 1 to 999, a number p1 is randomly picked 
using a random number generator with a uni-
form distribution. 

Step 2:  From the sample of natural numbers ranked 
from 1 to p1, a number p2 is drawn using the 
same techniquesas in the first step. 

Step 3:  From the sample of natural numbers ranked 
from 1 to p2, a number p3 is drawn using the 
same technique as in step one.

 […..]

Step N:  From the sample of natural numbers ranked 
from 1 to pn, a number pn+1 is drawn using the 
same technique as in step one.

The entire procedure should be replicated 10,000 
times, which should result in N vectors containing 
all the randomly picked numbers p for each step. For 
each such vector, the first-digit law is tested. The 
results obtained from step 1 are similar to the ball 
drawing simulation with a uniform distribution. More 
steps causes number 1 to be more frequent (see Fig. 
8), and the distribution approaches the BL pattern. 
This creates a puzzle: why are only 3 steps required 
to generate the numbers which follow BL? For more 
than 3 steps, the simulated distribution moves away 
from the theoretical distribution: digit 1 becomes 
much more frequent.

Figure 7. An example of the empirical distribution of the first digit in the volumes of exports between EU Member States for 
the year 2015

Source: own work based on IMF Direction of Trade statistics and R package Benford Tests (Joenssen, 2015), available in online 
materials. 

Source: own application, based on R and Benford Tests (Joenssen, 2015), available in online materials.

Figure 8. Visualization of the first six steps in the Monte-Carlo simulation 
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The experiment and the prepared MC simulations 
can be used in a wide range of academic courses, 
such as accounting, applied microeconomics, and 
quantitative methods. The actual scheme chosen 
to present the material depends on the subject of 
study. The presented scheme was designed around 
an Applied Microeconomic course for data science 
students, but the materials can be used like Lego 
bricks and easily adjusted to one’s needs.

Conclusions

This paper presents a simple in-class experiment 
and Monte Carlo simulations. Its goals are twofold. 
The first is to familiarize the students with the exist-
ence and the properties of BL, which is one of the 
“gems of statistical folklore” (Berger & Hill, 2011). 
The second is to achieve vital teaching goals. One of 
the leading teaching goals in this experiment was to 
train the students’ skills in the realistic perception of 
probabilities, which does not currently form part of 
microeconomics courses. The experiment, therefore, 
attempts to demonstrate that the simplified percep-
tion of probabilities may result in a failure during 
real-life data analyses. The additional goal was to 
train the students’ skills in the critical assessment of 
data, as the frequent use of unreliable or fake data 
is a continuing problem in the social sciences. The 
demonstration of how easily fraud may be detected 
is expected to diminish the motivation of students to 
cheat in their courses, or, even in their professional 
career. Finally, the presented classroom experiment 
can be used to familiarize the students with the basic 
IT tools, necessary for the simple data analysis.

The authors will continue to create new materi-
als concerning BL and generally probability and risk 
perception. We are happy to share new experiments 
and simulations at our site.
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Abstract
This paper presents a classroom experiment, the related simulations, and a form of research which familiarizes students with 

BL. This law is widely used in tax fraud detection procedures. This paper shows that: i) BL can be useful in extending the simple 
perception of probability, which is presented in the lectures as concerning risk, ii) can be an excellent example of using data 
processing for classroom tasks, and iii) the experience of fraud detecting techniques may help students change their attitudes to 
cheating. The experiment and the prepared R codes can be used in numerous courses, such as accounting, applied microeconom-
ics, and quantitative methods. 
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This article is an attempt to determine the modern mean-
ing of career success. The perception of career success 
has undergone changes in recent years, with subjective 
indicators such as job satisfaction and achievement of 
one’s own professional goals growing in importance. The 
present article reviews the relevant literature and presents 
the results of the author’s own study on the meaning of 
career success conducted among students of economics. The 
results indicate that career success is defined subjectively 
in the modern world, and is no longer confined to the 
objective indicators commonly applied in the literature.
Thus organizations may find traditional incentive tools to 
be increasingly ineffective.

The concept of career success in relevant 
literature

Prior to defining the complex term career success, it 
is first necessary to define the meaning of the simple 
term success. Dictionaries define it as the achieving of 
positive results, such as in the case of an event; accomplish-
ment, triumph (Sobol, 2005, p. 973). Success can be un-
derstood as the sum of accomplishments in particular 
social roles, e.g. those of a husband, superior, father 
or friend, or as achievements in a given field, e.g. at 
work (Młodawska, 2015).

In the case of career success, several definitions 
exist. Judge et al. define it as “positive psychological 
or work-related results or personal and professional 
accomplishments one has accumulated as a conse-
quence of work experiences” (Judge, Cable, Boudreau 
and Bretz, 1995). Arthur, Khapova and Wilderom 
(2005, p. 179) define career success as the achieving 
of desired work-related results at any moment in an 
individual’s career experience. Bohdziewicz (2008, 
p. 279) claims that the principal indicator of success 
used by individuals is the achievement of the long-
term professional goals they set for themselves. The 
above definitions demonstrate that career success 
is not a precisely-defined term. Many scholars forgo 

defining the term, instead directly proceeding to op-
erationalize it (Gunz and Mayrhofer, 2011, p. 253).

Gunz and Mayrhofer (2011) believe that career 
success should be analyzed from three primary per-
spectives: conditionary, boundative and temporal. In 
other words, career success is a state an individual 
is in at a given moment in time, limited by social 
space and seen within the context of that person’s 
entire career path. A good example which illustrates 
this model is that of a sailor. Knowing only his loca-
tion at sea, it is difficult to determine whether his 
journey is a success. This is due to the fact that we 
lack information on where he sailed from, his desti-
nation and time spent at sea. Similarly, it is difficult 
to compare how successful several sailors would be 
if they were in a similar location as a great deal of 
important data is missing: the performance of their 
boats, departure times, whether there were any 
problems along the way and what the weather was 
like. By the same token, based only on a person’s 
income, it is difficult to assess their career success 
as it is also important to know how that person 
reached the position in which they are able to earn 
that amount. Was it a result of taking over a pros-
perous family business, or was it perhaps achieved 
after years of hard work climbing the career ladder? 
Gunz and Mayrhofer (2011) propose a framework for 
conceptualizing career success. First, an individual’s 
situation is analyzed from the perspective of their 
status, health, being proud of any accomplishments, 
job satisfaction etc. The difficulties and hurdles 
encountered along the way are then analyzed, as it 
is important to know the context of and interpret 
biographical events. Finally, the temporal perspective 
is determined, as the amount of time the individual 
required to achieve their position in life is a critical 
indicator of career success. It is also recommended 
to regularly take into account theories from other 
fields, including economics, psychology, sociology 
and management.
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Objective and subjective indicators 
of career success

The literature most frequently lists two criteria of 
career success: objective – measurable, accessible to 
external subjects, and subjective – accessible only to 
the person in question (Arthur et al., 2005; Gunz and 
Mayrhofer, 2011; Heslin, 2005; Judge et al., 1995; 
Schomburg, 2007). Objectively, career success can be 
described using observable and measurable indica-
tors such as pay, promotion and the social status of 
a profession. The majority of researchers focus on ob-
jective indicators (Judge et al., 1995). Subjective career 
success, on the other hand, is related to the feelings 
one has towards a job. The primary indicator in this 
case is job or career satisfaction, in addition to being 
proud of one’s accomplishments and work-life bal-
ance. The concept of job satisfaction is a popular one 
among economists and psychologists, as evidenced 
by the number of terms and definitions developed in 
these areas (Sowińska, 2014). Locke (1976, p. 1300) 
defines it as a “pleasurable or positive emotional 
state resulting from the appraisal of one’s job or job 
experiences”. Career satisfaction, on the other hand, 
is defined as one’s satisfaction resulting from the 
internal and external aspects of one’s career, includ-
ing pay, promotions and development opportunities 
(Greenhaus, Parasuraman and Wormley, 1990).

It is important to remember the relation between 
objective and subjective career success (Gunz and 
Heslin, 2005). Some researchers claim that objective 
success influences subjective success (Poole, Langan-
Fox and Omodei, 1993), assuming that career success 
is determined by one’s income or prestige, and that 
individuals appraise their success based on objective 
achievements. However, other researchers believe 
subjective success to be more important than objective 
success (Aryee, Chay and Tan, 1994). Proponents of 
this view are primarily psychologists, who hypothesize 
that there exists a relation between personality, atti-
tude and career success. Others propose that the sub-
jective and objective aspects of career success could 
be intertwined (Seibert, Kraimer and Liden, 2001). It 
is possible that this interdependence develops over 
time (Arthur et al., 2005) – individuals experiencing 
objective reality may develop an image of what career 
success means. An example of this is the organizational 
“age norms” – a notion commonly held by employees 
of an organization regarding the age at which someone 
should be promoted to a given position.

Heslin (2005) claims that changes have occurred 
over recent decades which have diminished the impor-
tance of certain objective indicators of career success. 
One these factors is the importance of development 
via hierarchical promotion (Kawka, 2014, p. 107). Many 
specialists and managers work as contractors and 
consultants (Ganiron, 2013), which leads to a decline 
in promotion as the primary indicator of success. 
The imperfect nature of objective indicators such as 
pay and promotions also stems from the fact that, 
for a certain part of the population, they are not the 

primary indicators of success. For example, teachers 
may appraise their careers based on the performance 
of their students, taxi drivers may base their appraisals 
upon the number of years without traffic accidents, 
and doctors based on the number of patients saved. In 
such cases, even if certain achievements do not result 
in a higher pay or promotion, one’s appraisal of career 
success may be high. Many individuals strive for less 
measurable achievements, such as work-life balance 
or a sense of purpose.

The importance of objective and subjective aspects 
is effectively illustrated in Friedman and Greenhaus 
(2000). More than 800 employees were asked to as-
sign relative importance to 15 potential indicators of 
career success. The analysis of the results rendered it 
possible to identify five dimensions of career success: 
1) status, 2) leisure time, 3) challenge, 4) security and 
5) social factor. Apart from status, all these aspects 
are subjective criteria and extend beyond objective 
factors such as prestige, power, money or promo-
tions. This disregard for objective factors may stem 
from the fact that high pay and promotion do not 
always make individuals proud or happy. In reality, 
the opposite may be true, as a promotion and pay 
raise may sometimes result in alienation and depres-
sive reactions (Heslin, 2005). This may happen in 
a situation where a newly-appointed manager fails 
to delegate responsibilities sufficiently quickly and 
becomes overburdened with work. This may lead 
to a depressive reaction and both an objective and 
subjective lack of career success.

Subjective appraisals of career success are most 
frequently described in terms of job satisfaction 
(Ganiron, 2013, Gunz and Heslin, 2005, Gunz and 
Mayrhofer, 2011). This stems from the belief that 
someone who is satisfied with many aspects of their 
job probably believes that they have achieved career 
success. However, Heslin (2005) lists certain limita-
tions concerning the use of job satisfaction as an indi-
cator of career success. First, a person who believes in 
having a good career will not always think otherwise 
when they enter a new work place which does not 
meet their expectations. Second, an individual may 
be satisfied with their current position, but dissatis-
fied with their professional achievements in general. 
Third, a satisfying job with limited growth potential 
may offer a minimal sense of career success. Fourth, 
an individual may even greatly dislike their current 
job, but may be satisfied with their career due to its 
prospects. The best example here are students who 
apply for internships which are not always satisfying, 
but are believed to constitute an investment in their 
future. Fifth, high job satisfaction may not always lead 
to a subjective sense of career success, in particular if 
health and family life is sacrificed as a result. In conclu-
sion, it should be emphasized that job satisfaction is 
only one of several elements of subjective career suc-
cess. A subjective appraisal of career success consists 
of an individual’s reactions to actual and expected 
career-related developments. It is also influenced by 
one’s sense of identity, purpose and work-life bal-
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ance, thus making it significantly more complex than 
satisfaction with one’s current position.

Most important factors determining career 
success

A study was conducted in thirty countries to de-
termine what executives of medium and large enter-
prises consider career success (Cesarz-Kwietniak and 
Sa wicka, 2013). In the majority of the countries stud-
ied, work-life balance was the most frequently-listed 
factor. Only in Poland and three other countries was 
pay the dominant factor. This most likely stems from 
the fact that, compared to Western Europe, Poland is 
still a developing country where it is necessary to work 
hard to live on a level close to the European average. 
Figure 1 contains the factors of career success con-
sidered important in Poland and the rest of the world 
(respondents could select multiple answers).

It is worth noting that career priorities change 
with age. An important aspect of the above study 
(Cesarz-Kwietniak and Sawicka, 2013) was the division 
of respondents into three age groups: the post-World 
War II baby boom generation (born between 1946 and 
1964), Generation X (1965–1978) and Generation Y 
(1979–1994). This division was applied because age 
influences career priorities, as 51.1% of Generation Y 
respondents considered pay to be the most important 
career success indicator, with as little as 38.1% of those 
born before 1964 listing it as the dominant factor. 
A possible explanation is that young people are only 
now beginning to earn money and aspire to obtain 
material wealth such as cars, travel, apartments etc. It 
should also be noted that age influences job satisfac-
tion levels. Young people most frequently expressed 
dissatisfaction regarding their current jobs (only a 22% 
satisfaction rate), with baby boomers being least likely 
to do so (47% satisfaction rate). It is interesting to note 

that gender also had an impact on factor selection. 
Men considered money to be the most important 
factor, while women preferred to have a work-life bal-
ance. To conclude, it is worth noting that more than 
two-thirds of all respondents believed it was possible 
to have a successful career and private life at the same 
time. Moreover, being able to balance the two was the 
fundamental criterion influencing the career decisions 
of a large group of respondents.

It is also worth presenting what the respondents 
of Diagnoza Społeczna (Social Diagnosis; Czapiński and 
Panek, 2015) considered to be the most important 
career factors. In all four Social Diagnosis editions ana-
lyzed (conducted in 2009, 2011, 2013 and 2015), “ad-
equate pay” was selected most frequently. A detailed 
distribution of the most frequently chosen answers 
can be found in Table 1. The respondents could select 
from among 12 factors. For example, in 2015, the 
fourth and further most frequently chosen factors 
were: work matching one’s skill set (29.4%), independence 
(21.6%), personal development (21.4%), convenient hours 
(16.8%), opportunities for rapid promotion (4.1%), long 
vacation (3.4%), respect (3.1%), being able to work from 
home (2.9%) and other factors (1.9%). These results are 
in line with Bylok’s (2005, p. 87) claim that: 

It is money that becomes one of the most im-
portant indicators of success in modern society. 
This results in the market becoming an arena for 
economic rivalry, like a game where money is the 
measure of success. One of the consequences of 
financial success is the individual prestige of being 
a successful person.

In another study, respondents were asked to se-
lect what in their opinion are the characteristics of 
a successful career (Firkowska-Mankiewicz, 1999). 
The most frequent associations included various 

Figure 1. Factors determining professional success according to international study participants

Source: author’s own work based on Cesarz-Kwietniak and Sawicka (2013).
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characteristics related to material wealth, e.g. having 
money, getting hold of something. Less frequent were 
connotations related to work and position, e.g. being 
satisfied with one’s work.

Heslin (2005, p. 118) claims that an important factor 
in appraising success is who we compare ourselves 
with. Someone may appraise their career based on 
their own criteria, but also based on the achievements 
and aspirations of others. Personal criteria include 
resolutions concerning earning a particular amount 
by a certain age. In this case, the individual does not 
compare themselves to others, instead follows their 
own plan and assesses whether they are moving closer 
to achieving their goal. However, it is more frequently 
the case that individuals compare themselves to oth-
ers. In such cases, their appraisal of success depends 
on the achievements of others and the results of 
comparisons.

Another important factor of career success is the 
opinion of immediate family members. For example, 
if a young individual continues family traditions 
regarding their choice of profession, it may consti-
tute social learning and adopting of other people’s 
expectations as their own indicators of success. It is 
also worth noting that many magazines and television 
programs present career success as synonymous with 
wealth. From this perspective, all appraisals of career 
success must be based on comparisons with others. 
Heslin (2003) studied the criteria based on which MBA 
students appraise their career success. The study par-
ticipants were asked to appraise their career success 
and provide a justification for their appraisal. A total 
of 68% of the respondents compared themselves with 
others, citing reasons such as: my pay is relatively high 
compared to my peers or people younger than me have 
advanced further in their careers than me.

Professional success as defined 
by economics students

A questionnaire study was conducted among stu-
dents of the Poznań University of Economics in 2018, 
the purpose being to determine what the students 
consider as career success. A total of 267 students 
participated in the study, including 53.3% women and 
46.7% men. The average age was 21. The participants 
were asked to write several sentences on what they 
believed constituted career success. Their responses 
were grouped into categories and are presented in 
Table 2.

The participants most frequently defined career 
success as having a satisfying job which paid well. 
In second place was achieving professional goals 
and self-fulfillment at work, and in third place was 
achieving growth and good pay. It is important to 
note that the majority of the participants focused on 
two aspects of career success, and only a small por-
tion listed only one factor, e.g. satisfaction (5.1%). This 
stems from the fact that career success is difficult 
to define in terms of a single feature – a minimum 
of two aspects must be taken into account when 
defining it.

It is also worth noting that the most popular 
answer, satisfaction and good pay, consisted of both 
a subjective (satisfaction) and an objective (pay) as-
pect. It thus appears that analyses of career success 
should focus primarily on these two aspects, which 
is the sense of satisfaction with one’s work and pay. 
Also interesting is the fact that, in this study, work-
life balance proved to be of lesser importance, even 
though it was the most important factor in other 
studies. Having a satisfying job and a work-life bal-
ance constituted career success for only 4.1% of all 

Table 1. Most important professional factors

Year Three most frequently chosen answers and their percentages

2009 1. Adequate pay
76.4

2. Lack of tension or stress
52.2

3. Job security
49.0

2011 1. Adequate pay
67.1

2. Lack of tension or stress
55.7

3. Job security
51.7

2013 1. Adequate pay
65.0

2. Job security
54.4

3. Lack of tension or stress
53.3

2015 1. Adequate pay
68.6

2. Lack of tension or stress
60.0

3. Job security
58.6

Source: author’s own work based on the Diagnoza Społeczna integrated database, www.diagnoza.com [09.05.2017].

Table 2. Most frequent definitions of professional success provided by PUE students

No. What is professional success? Percentage

1. Satisfaction and good income 33.0

2. Achieving goals, self-fulfillment 15.2

3. Growth and income 6.5

4. Satisfaction 5.1

5. Satisfaction and balance 4.0

Source: author’s own work.
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participants. The reason for this may be that they 
were all young individuals, most of whom were yet 
to start families.

Summary

In conclusion, individuals frequently define career 
success in subjective terms which elude the objective 
indicators used in the relevant literature. It is thus 
important to remember that objective aspects (e.g. pay 
and promotions) do not constitute accurate indicators 
of career success. Moreover, job and career satisfaction 
may be insufficient to represent the broad spectrum 
of factors which influence one’s subjective appraisal 
of career success. Individuals appraise their career 
success based on various factors which extend beyond 
the typical indicators. Januszkiewicz (2012) correctly 
claims that being success-oriented has become natural 
in the modern world, and that it is commonly believed 
that success can be achieved by every employee. 
Individuals decide what career success is to them, as 
well as where and when they want to achieve it (Cybal-
-Michalska, 2013). Everyone can achieve success in line 
with their own definition. For some, success is being 
promoted, for others it is experience or independence. 
In light of the above, organizations may find traditional 
incentive tools to be increasingly ineffective.

The results of the study conducted among econom-
ics students indicate that young people consider job 
satisfaction, the ability to develop and self-fulfillment 
at work to be extremely important. Pay is still a very 
important objective factor, though it was the only ob-
jective aspect listed by the participants. This implies 
that what motivates young people most is finding a job 
which offers them satisfaction and opportunities to 
achieve their personal professional goals. Managers 
should take into account the changing perceptions of 
career success and adapt the incentive tools used by 
their companies accordingly. It is a valid claim that job 
satisfaction and development opportunities are cur-
rently more important than promotions or prestige.

This article was an attempt to answer the question 
of what constitutes career success in the modern 
world. The results indicate that the term is exception-
ally difficult to define, and that modern definitions 
of career success differ from those used in the past. 
What is more, the term is frequently used in common 
parlance, and its inherent subjectivity means that its 
construal may continue to change. All this necessitates 
that analyses of career success take into account 
various perspectives and include both objective and 
subjective factors. Only thus is it possible to assume 
with certainty that we are actually studying career 
success and not just its constituent indicators, such 
as pay and job satisfaction.

References
Arthur, M.B., Khapova, S.N., & Wilderom, C.P.M. (2005). 

Career success in a boundaryless career world. Journal of 
Organizational Behavior, 26(2), 177–202. DOI: https://doi.
org/10.1002/job.290

Aryee, S., Chay, Y.W., & Tan, H.H. (1994). An Examina-
tion of the Antecedents of Subjective Career Success 
Among a Managerial Sample in Singapore. Human Rela-
tions, 47(5), 487–509. DOI: https://doi.org/10.1177/0018
72679404700502

Bohdziewicz, P. (2008). Kariery zawodowe w gospodarce 
opartej na wiedzy. Łódź: Wydawnictwo Uniwersytetu 
Łódzkiego.

Bylok, F. (2005). Wzór sukcesu w społeczeństwie 
polskim w okresie transformacji społeczno-ustrojowej. 
Annales. Etyka w Życiu Gospodarczym, 8(1), 87–96.

Cesarz-Kwietniak, N., & Sawicka, M. (2013). Czym dla 
menedżerów jest sukces? Retrieved from https://www.hbrp.
pl/a/czym-dla-menedzerow-jest-sukces/10K1FJiyN

Cybal-Michalska, A. (2013). Świat w którym „kariera 
robi karierę” – o satysfakcji z kariery i poczuciu zawodo-
wego sukcesu. Studia Edukacyjne, 26, 19–38.

Czapiński, J., & Panek, T. (2015). Diagnoza Społeczna 
2015. Retrieved from www.diagnoza.com

Firkowska-Mankiewicz, A. (1999). Zdolnym być... Kariery 
i sukces życiowy warszawskich trzydziestolatków. Warszawa: 
IFiS PAN.

Friedman, S.D., & Greenhaus, J.H. (2000). Work and 
family – allies or enemies? New York: Oxford University 
Press.

Ganiron, T.U. (2013). Social Capital and Career Suc-
cess of Civil Engineers towards Designing Career Paths. 
Procedia – Social and Behavioral Sciences, 102, 611–621. 
DOI: https://doi.org/10.1016/j.sbspro.2013.10.778

Greenhaus, J.H., Parasuraman, S., & Wormley, W.M. 
(1990). Effects of Race on Organizational Experiences, Job 
Performance Evaluations, and Career Outcomes. Academy 
of Management Journal, 33(1), 64–86.

Gunz, H., & Heslin, P.A. (2005). Reconceptualizing 
career success. Journal of Organizational Behavior, 26(2), 
105–111. DOI: https://doi.org/10.1002/job.300

Gunz, H., & Mayrhofer, W. (2011). Re-conceptualizing 
career success: a contextual approach. Zeitschrift Für 
Arbeitsmarkt Forschung, 43(3), 251–260. DOI: https://doi.
org/10.1007/s12651-010-0049-z

Heslin, P.A. (2003). Self- and Other-Referent Criteria of 
Career Success. Journal of Career Assessment, 11(3), 262–
–286. DOI: https://doi.org/10.1177/1069072703254500

Heslin, P.A. (2005). Conceptualizing and evaluating 
career success. Journal of Organizational Behavior, 26(2), 
113–136. DOI: https://doi.org/10.1002/job.270 

Januszkiewicz, K, (2012). Sukces zawodowy w per-
cepcji pokolenia Y. Studia Ekonomiczne Regionu Łódzkiego, 
8, 351–362.

Judge, T.A., Cable, D.M., Boudreau, J.W., & Bretz, 
R.D. (1995). An Empirical-Investigation of the Predictors 
of Executive Career Success. Personnel Psychology, 48(3), 
485–519. DOI: https://doi.org/10.1111/j.1744-6570.1995.
tb01767.x

Kawka, T. (2014). Wynagrodzenia w organizacjach nowej 
gospodarki. Wrocław: Wydawnictwo Uniwersytetu Eko-
nomicznego we Wrocławiu.

Locke, E.A. (1976). The nature and causes of job sat-
isfaction. In M.D. Dunnette (Ed.) Handbook of industrial 
and organizational psychology (pp. 1297–1343). Chicago: 
Rand McNally.

Młodawska, E. (2015). Czym jest i od czego zależy sukces 
zawodowy? Retrieved from http://www.psychologia.net.
pl/artykul.php?level=748

Poole, M.E., Langan-Fox, J., & Omodei, M. (1993). 
Contrasting subjective and objective criteria as determi-

Modern Perceptions of Career Success



New trends in management

50   e-mentor nr 3 (80)

nants of perceived career success: A longitudinal study. 
Journal of Occupational and Organizational Psychology, 66(1), 
39–54. DOI: https://doi.org/10.1111/j.2044-8325.1993.
tb00515.x

Schomburg, H. (2007). The professional success of 
higher education graduates. European Journal of Educa-
tion, 42(1), 35–57. DOI: https://doi.org/10.1111/j.1465-
3435.2007.00286.x

Seibert, S.E., Kraimer, M.L., & Liden, R.C. (2001). 
A Social Capital Theory of Career Success. Acad-
emy of Management, 44(2), 219–237. DOI: http://dx.doi.
org/10.2307/3069452

Sobol, E. (2005). Słownik języka polskiego. Warszawa: 
PWN.

Sowińska, A. (2014). Zadowolenie z pracy – problemy 
definicyjne. Studia Ekonomiczne, 197, 45–56.

Abstract
This article constitutes an attempt to determine the modern meaning of career success. Over the recent years, its perception 

has undergone changes, with subjective indicators such as job satisfaction and achievement of one’s own professional goals grow-
ing in importance. The present article reviews the relevant literature and presents the results of the author’s own study on the 
meaning of career success conducted among students of economics. The results indicate that career success is defined subjectively 
in the modern world and is no longer confined to the objective indicators commonly applied in literature. Thus, organizations 
may find traditional incentive tools to be increasingly ineffective.
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1 The relevant literature is divided on whether UberX and Airbnb are part of the sharing economy (see also Slee, 2015; 
Meleen and Frenken, 2015; Sundararajan, 2016).
2 The study of the competition methods used by online platforms utilized a methodology as presented in Konecki, 
2018; Corbin and Strauss, 1990; Glaser and Strauss, 1967.

Competition Mechanisms 
in the Sharing Economy

Małgorzata Godlewska*

The article is based on the results of the statutory study 
“Competition mechanisms in the 21st century”, conducted 
under the supervision of Professor Jerzy Pietrewicz. The 
study was conducted by the author in 2018 at the Col-
legium of Business Administration of the Warsaw School 
of Economics. The purpose of this article was to identify 
the competition mechanisms utilized by the leading online 
platforms operating within the sharing economy based on 
a number of case studies (20 cases).

In recent years, the sharing economy has experi-
enced rapid growth around the globe in terms of the 
number of participants and transactions, as well as 
profits. This has become possible due to the prolifera-
tion of the internet across the globe (Ericsson, 2015). 
The total value of transactions conducted in 2015 by 
EU member states (‘EU’) via online platforms in the 
main sectors of the sharing economy exceeded EUR 
28 billion (European Parliament, 2017a).

Many experts, including Botsman and Rogers 
(2010), Allen and Berg (2014) and Sundararajan 
(2016), as well as institutions such as the European 
Parliament (2017b) and the European Commission 
(EC, 2016), claim that the sharing economy offers 
new possibilities in terms of: 1) growing entrepre-
neurship, 2) reducing operating costs, 3) creating 
new jobs, 4) increasing the effectiveness of eco-
nomic systems, 5) more optimal resource and asset 
allocation, 6) increasing the competitiveness of 
many sectors of the economy, and 7) contributing 
to consumer prosperity. It is also important to note 
that, according to the European Parliament (2017b), 
the sharing economy is beneficial to EU society, even 
despite the challenges it poses to many traditional 
economic models. On the other hand, experts such as 
Slee (2015) and Toroń and Wiese (2017) note that the 
largest online platforms, such as UberX and Airbnb,1 
operate outside local and domestic legal frameworks.

Moreover, the relevant literature poses questions 
regarding the economic and social implications of 
the sharing economy (Pietrewicz and Sobiecki, 2017, 
pp. 11–12) and the possibility of a paradigm shift from 
market capitalism to collaborative commons (Rifkin, 
2016, pp. 9–35). In order to answer the above ques-
tions it is first necessary to determine the competition 
mechanisms utilized in the sharing economy. The 
purpose of this article was to identify the competition 
mechanisms utilized by online platforms operating 
within the sharing economy. Case studies were con-
ducted for 20 leading online platforms operating in the 
main sectors of the sharing economy (e.g. transporta-
tion, tourism, finance, catering, education, leisure, 
animal care), which rendered it possible to identify 
five different competition mechanisms, ranging from 
aggressive, profit and advantage-oriented competitive 
pricing to pro-social, non-price competition based on 
non-profit activities, as well as acquiring a social and 
epistemic advantage.2

The essence of the sharing economy

The sharing economy became the center of atten-
tion between 2011 and 2012 due to the success of 
two online platforms: Uber and Airbnb (Martin, 2016). 
The dynamic growth of the sharing economy which 
has taken place in the last 10 years, experts claim, has 
been caused by a change in the attitudes of consum-
ers: 1) from the need to possess assets to the need to 
access them (Pietrewicz and Sobiecki, 2017), 2) from 
preferring full-time employment to flexible forms of 
work (Wosskow, 2014), 3) from private consumption 
to sharing what we possess with others (Belk, 2007), 
4) from polluting the environment to reducing our 
environmental footprint (Schor, 2014), and 5) from 
extensive economic growth to sustained develop-
ment (Heinrichs, 2013). Moreover, the neoclassical 
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economic theory of sharing uses the example of club 
goods to emphasize that the sharing of private goods 
ceases the moment the costs of sharing such goods 
with another person exceed the benefits of sharing 
these costs (Buchanan, 1965, p. 5).

It is worth noting that the first attempt at defining 
the term sharing economy was made by Lessig (2008), 
who claimed that it constituted consumption via 
sharing, exchanging and lending one’s own resources 
without transferring ownership rights. Botsman 
(2015) notes that the sharing economy should be 
understood to only encompass online platforms with 
clear values, operating based on transparent rules, 
which value and respect their users and offer them 
access to assets, not ownership of them, under more 
beneficial conditions compared to the traditional 
model. Frenken and Schor (2017) emphasize that 
the key aspect of the sharing economy is the less 
risky use of unallocated resources via sharing with 
strangers who can be rated.

The relevant literature (Slee, 2015; Einav, Far-
ronato and Levin, 2015; Sundararajan, 2016) lists 
the following features shared by online platforms 
in the sharing economy, including Airbnb, UberX, 
EatWith, TaskRabbit and Getaround: 1) the ability 
to create new markets and challenge the leaders of 
the traditional economy, e.g. UberX challenging taxi 
corporations; 2) operating on two-sided markets, 
e.g. Airbnb is successful due to attracting a large 
number of both hosts (i.e. service providers) and 
guests, i.e. service beneficiaries; 3) utilizing network 
effects – e.g. dog owners (service beneficiaries) using 
Rover benefit from the increasing number of new 
dog walkers (service providers); 4) reaching users 
with the use of digital technologies, e.g. Getaround 
uses an application to find and open unused cars in 
the area; 5) use of mechanisms which match transac-
tion parties, e.g. BlaBlaCar uses adverts posted on 
its online platform; 6) use of rating systems, e.g. 
TaskRabbit awards a special status to users with the 
highest ratings and who are the most active on the 
platform; and 7) cornering new markets, frequently 
by circumventing regulatory barriers.

It is worth noting that the sharing economy is 
primarily targeted at millennials living in urban areas 
who use the latest technologies, leaving the older 
generations and those living in rural areas outside its 
boundaries and sphere of influence (Wagner et al., 
2015). Moreover, research conducted by the Center 
for a New American Dream (CNAD) demonstrates 
that 72% of all Americans participating in the sharing 
economy are motivated by purely financial reasons, 
not social ones (Fremstad, 2018). Mikołajewska-
-Zając and Rodak (2016, p. 68) underline that this 
“commodification of the sharing economy” may 
constitute the next stage of development of the 
market economy.

Competition mechanisms in the sharing 
economy

Effective competition mechanisms are crucial to 
global economic development (Śliwińska, 2013). 
Companies operating as part of the sharing economy 
compete with traditional market actors by using on-
line-based business models. Online platforms provide 
the technologies necessary for transactions to take 
place between individual users (peer-to-peer, ‘P2P’) 
or businesses and individual users (business-to-peer, 
‘B2P’). Sharing economy entities compete in what are 
known as two-sided markets, and, in order to achieve 
success, they must acquire both service providers 
and recipients (Rochet and Tirole, 2003). Moreover, 
two-sided markets are characterized by the ability to 
expand rapidly and economies of scale (Demary, 2015). 
In addition, due to the network effect, the value of 
a service increases with the number of users, consti-
tuting a barrier to entry, which has affected certain 
Polish online platforms such as Wulu.pl, InOneCar.com 
and JadeZabiore.pl. The largest online platforms in the 
sharing economy profit from commissions charged 
for acting as an intermediary in transactions between 
service providers and recipients. Platforms such as 
Uber, Lyft, Getaround and Zipcar compete against 
one another and traditional market actors, striving 
to achieve analogous or similar goals, on occasion 
preventing their competitors from achieving their 
established targets.3

The competition mechanisms used by online plat-
forms in the sharing economy are to a large degree 
determined by their market orientation and structure 
(Schor, 2014). An online platform may be profit-ori-
ented or non-profit. The market structure adopted by 
the online platforms of the sharing economy is based 
on exchanges, leasing or sharing between participants 
(P2P) and/or exchanges between businesses and indi-
vidual participants (B2P).

What is more, the credibility of an online platform 
and its users, as well as whether it possesses a relative 
competitive advantage (Kim, Yoon and Zo, 2015) are 
also significant factors determining the competition 
mechanisms. The credibility of an online platform and 
its users can be built upon: 1) reputation via a rating 
system, e.g. Getaround; 2) free insurance, e.g. TaskRab-
bit and Airbnb; 3) social media presence (Facebook, 
Twitter, etc.), e.g. JustPark; and 4) posting comments, 
e.g. Airbnb. Moreover, rating systems used by online 
platforms, where ratings are based on comments and 
being active on the platform, are supposed to indicate 
the “digital quality” of platform users. Nonetheless, 
the European Parliament (2017a and 2017b) notes that 
online platforms may apply unfair and arbitrary prac-
tices with regard to publishing ratings and compiling 
user rankings based on those ratings. It should also 
be noted that a relative competitive advantage may 

3 Competition as defined in Stankiewicz (2005, p. 18).
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be achieved by online platforms based on the follow-
ing benefits (Kim, Yoon and Zo, 2015): 1) economic 
benefits, e.g. rendering less expensive services than 
traditional businesses; 2) social benefits, e.g. poten-
tial new relationships; and 3) epistemic benefits, e.g. 
acquiring new experiences.

The analysis of 20 leading sharing economy 
platforms operating in the transportation, tourism, 
finance, catering, education, leisure and animal care 
sectors (see Table 1) identified the following competi-
tion mechanisms:

1. Aggressive price-based competition with ratings
Online platforms which utilize an aggressive 

price-based competition mechanism with ratings 
base their exclusively for-profit activities on offering 
an economic advantage. They compete with prices 
against one another and against traditional market 
actors. Transactions on such platforms occur between 
individual users (P2P). In addition, service providers 
on such platforms are rigorously assessed and rated 
by service recipients and the platform itself. Certain 
platforms (e.g. UberX) prevent service providers from 
creating their own pricing policies or selecting their 
“customers” (recipients) by use of sanctions (e.g. ban-
ning) for the “excessive” rejecting of jobs assigned by 
the platform. This mechanism is utilized by transporta-
tion platforms such as JustPark, UberX and Lyft.

2. Aggressive price-based competition without
ratings

Online platforms utilizing this mechanism operate 
based on a strict for-profit model. In addition, they 
utilize economic and social advantages, competing 
with prices among themselves and against traditional 
market entities. Transactions on such platforms occur 
between businesses and individual users (B2P). Service 
providers on such platforms (businesses) are not rigor-

ously assessed or rated by service recipients, as op-
posed to the rating model. This mechanism is utilized 
by food and grocery delivery, as well as office sharing 
platforms such as Postmates, WeWork and Instacart.

3. Moderate price-based competition
Online platforms utilizing the moderate price-

-based competition mechanism use both economic 
and non-economic (social and epistemic) advantages. 
They operate strictly for profit, but also undertake 
additional activities to enable their users to (at least 
in theory) meet new people and acquire new experi-
ences. Such platforms compete with prices among 
themselves and against traditional market entities. 
Transactions occur between individual users (P2P). 
In addition, it is the service providers who are most 
frequently rated on platforms utilizing the above 
mechanism. This model is used by platforms offering 
meal and car sharing services such as EatWith and 
BlaBlaCar, as well as platforms acting as intermediaries 
in task delegation such as TaskRabbit and Handy.

4. Price-based competition with moderate non-
-price competition

Online platforms utilizing this combination of 
competition mechanisms operate based on an eco-
nomic advantage and are strictly profit-oriented. They 
compete among each other and against traditional 
market actors using pricing and non-price factors, e.g. 
the experience and reputation of their service provid-
ers. Transactions on such platforms occur primarily 
between individual users (P2P). In addition, both the 
recipients and providers are assessed and rated. This 
model is utilized by platforms which offer car and 
sports equipment rental services such as Getaround 
and Spinlister, as well as platforms which act as inter-
mediaries in renting out rooms and providing animal 
care services, such as Airbnb and Rover.

Table 1. Competition mechanisms utilized by online platforms operating within the sharing economy

Name of 
online 

platform
Service 

Competition 
mechanism 

(CM)*

Type
CM**

Market 
structure

Market 
orientation***

Rating 
system****

Relative 
advantage*****

JustPark Renting of 
parking spots PC

Aggressive 
PC with 
ratings

P2P FP P E 

UberX and 
uberPOOL

Sharing of 
means of 
transport

PC
Aggressive 

PC with 
ratings

P2P FP P E

Lyft or 
Shared

Sharing of 
means of 
transport

PC
Aggressive 

PC with 
ratings

P2P FP P E

Postmates

Package 
delivery, 
e.g. food, 
groceries

PC
Aggressive 
PC without 

ratings
B2P FP None E and S

WeWork Office space 
sharing PC

Aggressive 
PC without 

ratings
B2P FP None E and S

Competition Mechanisms in the Sharing Economy



New trends in management

54   e-mentor nr 3 (80)

Name of 
online 

platform
Service 

Competition 
mechanism 

(CM)*

Type
CM**

Market 
structure

Market 
orientation***

Rating 
system****

Relative 
advantage*****

Rent the 
Runway

Renting out 
clothes and 
accessories

PC
Aggressive 
PC without 

ratings
B2P FP None E 

Instacart Grocery 
deliveries PC

Aggressive 
PC without 

ratings
B2P FP None E and S

TaskRabbit Assigning 
tasks PC Moderate PC P2P FP P E and S

Handy Assigning 
tasks PC Moderate PC P2P FP P E and S

EatWith Meal sharing PC Moderate PC P2P FP P EP, E and S

BlaBlaCar Car sharing PC Moderate PC P2P FP R and P E and S 

Favor Food 
deliveries PC Moderate PC P2P FP None E and S

Getaround Renting out 
unused cars PC, NC PC, moderate 

NC P2P FP R and P E 

Spinlister

Renting 
out high-

end sports 
equipment

PC, NC PC, moderate 
NC P2P FP R and P E

Airbnb

Renting out 
unoccupied 

rooms, 
apartments 
and houses

PC, NC PC, moderate 
NC P2P, B2P FP R and P E and S

Rover 
(DogVacay)

Looking after 
dogs and cats PC, NC PC, moderate 

NC P2P FP P E

Coursera

E-learning 
courses and 
specializa-
tions, post-
graduate 
programs

PC, NC PC, moderate 
NC B2P FP None E

Kiva

Loans of 
between 

USD 25 and 
700 for new 
businesses in 
developing 
countries

NC Pro-society 
NC P2P NP R E and S

Streetbank
Sharing 

tools with 
neighbors

NC Pro-society 
NC P2P NP None E and S

Couchsurfing Couch 
sharing NC Pro-society 

NC P2P FP R and P EP, E and S

 * Price competition (PC) and non-price competition (NC).
 ** Price competition (PC) and non-price competition (NC).
 *** For-profit (FP) and Non-profit (NP).
 **** Recipients (R) and Providers (P).
 *****  Economic advantage (E), e.g. participating in costs, additional income or flexible terms of employment; Social advantage (S), e.g. 

meeting new people; Epistemic advantage (EP), e.g. new experiences.

Source: author’s own work based on 20 case studies of the largest online platforms in the sharing economy.

Table 1 – cont.
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5. Pro-society, non-price competition
Online platforms utilizing the pro-society, non-price 

competition mechanism do not operate for profit, and 
focus primarily on non-economic advantages. They do 
not compete using prices against one another or tra-
ditional market actors. Transactions on such platforms 
occur between individual users (P2P). In addition, it 
is the recipients who are most frequently rated. This 
model is utilized by platforms which focus on non-
profit activities, such as Kiva and Streetbank.

The sharing economy allows both online platforms 
and users to apply various competition mechanisms. 
Despite the promises by the largest sharing economy 
platforms regarding applying social economy princi-
ples or ensuring a fair distribution of profits, price-
based competition is pervasive in practice. Service 
providers on those platforms compete for customers 
(service recipients) primarily using pricing, not quality 
or experience. Only platforms such as Kiva, Streetbank 
and Couchsurfing do not force their service provid-
ers to apply price-based competition mechanisms. 
A possible explanation is that these platforms do not 
operate for profit (with the exception of Couchsurf-
ing4 ). Many researchers believe that the price-based 
competition occurring between service providers on 
online platforms may lead to the formation of a new 
form of precariat (Standing, 2011). Moreover, research 
conducted by Slee (2015) and Zervas, Proserpio and 
Byers (2015), for example, confirms that the rating 
systems used by online platforms are inflated and 
inaccurate, as more than 98% of all service provid-
ers on platforms such as Airbnb, Handy (Homejoy) 
and TaskRabbit are rated higher than 4.7 (out of 5). 
Thus, service providers, instead of utilizing non-price 
competition mechanisms based on reputation, are 
forced to compete using prices. In addition, online 
platforms in the sharing economy do not allow users 
to transfer ratings between them, their stated reasons 
being that having a high rating as an Airbnb host, for 
example, is not comparable to a different activity, 
e.g. being an Uber driver. Nevertheless, users of on-
line platforms such as Airbnb, Rover (DogVacay) and 
Getaround use non-price mechanisms in addition to 
price competition, emphasizing their experience or 
offering additional services. In addition, a case study 
on Airbnb has demonstrated that an “appropriate” 
photo of the host has an impact on the popularity of 
what they offer and whether or not they can demand 
a higher rate (Ert, Fleischer and Magen, 2016).

Summary

Online platforms operating in the sharing economy 
use various competition mechanisms, from aggressive, 
profit and economic advantage-oriented, price-based 
methods to pro-society, non-price mechanisms based 
on non-profit activities and social and epistemic 
advantages.

Nevertheless, in practice, users are frequently 
“forced” by online platforms to aggressively compete 
for customers using pricing. This happens especially 
in situations where both the prices and the proc-
esses of matching providers with customers are 
regulated in a top-down fashion by the platform. 
Online platforms such as Uber, Postmates and Insta-
cart offer service providers no freedom in terms of 
decision-making.

Moreover, online platforms, by way of using inflated 
and hardly credible ratings (Slee, 2015), prevent users 
from applying non-price, reputation-based competi-
tion mechanisms. This phenomenon may lead to the 
formation of a new form of precariat (Standing, 2011). 
Nevertheless, users of online platforms such as Airbnb, 
Rover (DogVacay) and Getaround use non-price mecha-
nisms in addition to price competition, emphasizing 
their experience or offering additional services. In 
addition, platforms such as Kiva and Streetbank, which 
are non-profit in nature, allow their users to use non-
-price mechanisms.

It is worth noting that, according to numerous 
researchers (e.g. Scott and Edda, 2014; Slee, 2015; 
Frenken and Schor, 2017), online platforms operating 
as part of the sharing economy frequently resort to 
unfair practices, as unlike traditional market actors, 
many regulations do not apply to them, enabling such 
companies to avoid certain costs by transferring them 
and their related risks to service providers, i.e. the 
users of these platforms, the majority of whom are 
natural persons (microenterprises).
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Abstract
In recent years, the sharing economy has experienced rapid growth across the globe in terms of the number of participants 

and transactions, as well as profits. Experts claim that the sharing economy offers new possibilities for entrepreneurship, reducing 
operating costs, creating new jobs, increasing the effectiveness of economic systems, giving better allocation of resources and 
assets, as well as increasing the competitiveness of numerous sectors and the quality of life for consumers.

The purpose of this article is to study the competition mechanisms utilized by online platforms operating in the sharing 
economy. Case studies were conducted on 20 leading online platforms operating in the main sectors of the sharing economy 
(e.g. transportation, tourism, finance, catering, education, leisure, animal care), which rendered it possible to identify 5 different 
competition mechanisms, ranging from aggressive, profit and economic advantage-oriented competitive pricing to pro-social, 
non-price competition based on non-profit activities, as well as offering social and epistemic advantage.

The main actors in the sharing economy apply various price and non-price competition mechanisms. Nevertheless, in practice, 
users are frequently “forced” by online platforms to compete for customers using pricing. This happens especially in situations 
where both the prices and the process of matching providers with recipients are regulated top-down by the platform. Online 
platforms frequently offer service providers no freedom in terms of decision-making. Moreover, online platforms, by using inflated 
and hardly credible ratings, render users unable to use non-price, reputation-based competition mechanisms, which, experts claim, 
may lead to the creation of a new form of precariat.

Keywords: sharing economy, competition mechanisms, two-sided markets, P2P, internet platforms

 Małgorzata Godlewska is a Doctor of Economics and Adjunct at the SGH Warsaw School of Economics. She has 
been researching competition mechanisms, including in e-commerce, for the past six years. Her research interests 
include knowledge-based economic growth assisted by artificial intelligence, as well as the impact of the sharing 
economy on the competitiveness of EU member states.

Competition Mechanisms in the Sharing Economy

We recommend
Devco Academy

The DEVCO Academy, launched in April 2018 by 
a partnership of diverse entities such as the World 
Food Programme (WFP), the World Bank and differ-
ent national governments, is a public information and 
education platform aiming at providing expertise to 
improve the skills of citizens interested in develop-
ment and international cooperation.
This portal offers over 120 free online courses on 
18 relevant and different topics, including agriculture, 
budget support, food security, gender, disability, 
and trade, all of which are taught through podcasts, 
online classes, webinars and other innovative learning 
methods and resources.

DEVCO Academy invites the international community to learn about its most recent courses, upcoming events 
and to promote policy coherence and learning. All Academy content is free to use.
More information at https://webgate.ec.europa.eu/devco-academy/



New trends in management

58   e-mentor nr 3 (80)

Barriers to Knowledge 
Sharing for Prosumers 

and Global Team 
Employees

Celina
Sołek-Borowska*

 * SGH Warsaw School of Economics, Poland
** University of Economics in Katowice, Poland

Knowledge-based companies, which are the foundation 
of the knowledge economy, must seek innovations, ideas 
and knowledge both inside and outside the company. This 
means that they must build their business on knowledge 
which may be found inside and outside the company. The 
knowledge of the employees, which comprises the internal 
knowledge of the company, is embedded in the business 
reality but is created by a limited number of people who 
are often used to thinking in a specific way or one imposed 
by the managers. On the other hand, the knowledge of the 
consumers is created outside the company, and thereby 
forms an external source of knowledge. That knowledge 
is created by numerous people who are not constrained by 
the internal regulations or rules of the company. Modern 
companies must gather the knowledge of their employees 
and consumers, which means they must create good con-
ditions for knowledge sharing. Consumers and employees 
can share knowledge seamlessly, but very often they are 
reluctant to do so even if suitable conditions are developed. 
The challenge for businesses is to find and overcome the 
barriers that discourage their prosumers and employees 
from sharing their knowledge. Analyzing only the barriers 
within the company would limit the research process by 
excluding the external flow of knowledge. The aim was to 
analyze the external and internal knowledge sharing barri-
ers. Identifying these barriers would help develop common 
solutions to overcome these barriers. Hence the main aim 
of this paper is to identify the knowledge sharing barriers 
for prosumers and global team employees which seem to 
have nothing in common. The contribution of this paper is 
showing common barriers for knowledge sharing among 
both prosumers and global team employees in order to fulfil 
the research gap extant in the literature.

The paper is organized as follows: first a literature re-
view was undertaken regarding knowledge sharing barriers 
amongst prosumers and global team employees, research 
questions were followed by the research methodology and 
literature sections; then the results, analysis, and discussion; 
and concludes with a summary and limitations.

Role of global teams and prosumers 
in knowledge sharing – literature review

Global teams are defined as those with profes-
sionals located in different countries with different 
cultures (McDonough et al., 2001). Teams have an 
important role in knowledge sharing (Becker, 2003). 
Global teams are becoming the “new normal occur-
rence” as businesses expand across borders, with 
skill shortages forcing companies to tap into broader 
talent pools. It is assumed that global teams are able 
to integrate specialized and globally dispersed capa-
bilities, to understand local needs and demands, and 
leverage cultural diversity. To achieve their objectives 
and ensure the employees share knowledge with their 
colleagues located in different parts of the world, com-
panies undertake many activities to facilitate knowl-
edge sharing by developing incentives and rewarding 
those who are willing to share. Revolutionary ideas in 
many cases appear on the edge of the company and 
in its external environment.

Thus, enterprises can also benefit from knowledge 
which is outside the company – from prosumers. In the 
case of prosumers it is very difficult to elicit exactly 
the border between the company and its external 
environment. The modern approaches to prosumers 
and prosumption theory stress that the prosumer is 
an individual who can share knowledge and experi-
ence with enterprises involved in specified business 
activities and projects (Hernández-Serrano et al., 
2017; Rayna & Striukova, 2016). In sharing knowl-
edge, they have an impact on products and services, 
especially their shape, look, design, and functionality. 
By doing so they collaborate with companies in paral-
lel with their involvement in their business projects 
(Aghamirian, Dorri, & Aghamirian, 2015; Trejo, Gutiér-
rez, & Guzman, 2016).

Monika
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Knowledge sharing barriers
Knowledge sharing barriers among global team 
employees

The use of global teams by companies has been 
boosted by developments in technology that facilitate 
communication between team members located in 
different offices around the world, and has quickly be-
come a preferred option in high-tech firms (Monalisa 
et al., 2008). Developments in communication technol-
ogy have led to the need to analyze the routines of 
work teams, in an attempt to understand what types 
of resources are necessary for knowledge sharing by 
these teams to be effective and collaborative, whether 
they are local or geographically distributed (Coakes et 
al., 2008). Table 1 presents knowledge sharing barriers 
based on the literature review.

The knowledge sharing barriers given in Table 1 
are explained in detail below.

Absorptive capacity is a barrier to knowledge shar-
ing. It is defined as the ability of a company to identify 
the value of new knowledge and to use it (Cohen, 
& Levinthal, 1990).

The relationships between employees from the 
organization, especially between members of differ-
ent teams, form another barrier to knowledge shar-
ing (O’Dell, & Grayson, 1998; Riege, 2005; Assudani, 
2009). Ignorance is due to the fact that those with 
knowledge are not visible, so that those who need 
the knowledge are not aware of who has it (O’Dell, 
& Grayson, 1998), which is classified as a relationship 
barrier.

Time is identified as a barrier. Employees who 
are overloaded with work have difficulty finding the 
time to share knowledge with their colleagues (Yao 
et al., 2007).

Common frameworks can form a barrier, when 
collaboration between geographically dispersed 
team members is hindered due to the lack of a com-
mon framework (Assudani, 2009). The existence of 
a framework that represents effective knowledge 
dissemination is important for the global team.

Organizational structure also appears as a barrier 
to the effective dissemination of knowledge (Espinosa 

et al., 2003). Companies consisting of silo type struc-
tures, with people divided into offices, locations and 
divisions, will certainly experience difficulty in trans-
ferring knowledge between the teams. This is due to 
the fact that team members will tend to focus solely 
on achieving their goals and not concern themselves 
with the goals of the organization as a whole (O’Dell, 
& Grayson, 1998).

The strategic decision to use global teams leads 
to some specific barriers, such as distance, time and 
cultural differences. Distance is cited by some authors 
as a barrier to knowledge dissemination (Levina, 
& Vaast, 2008; Kotlarsky et al., 2008; Martins et al., 
2004; Assudani, 2009) as it reduces or totally excludes 
face-to-face interaction and makes a shared identity 
difficult to achieve. The fact that teams work in differ-
ent time zones may be a barrier for knowledge sharing 
(Espinosa et al., 2003), meaning that there is a greater 
need for explicit knowledge to achieve an exchange 
of knowledge (Kotlarsky et al., 2008).

Cultural differences are listed as one of the reasons 
for the failure in offshore software development 
projects (Rai et al., 2009). Different countries have 
their own ways of working and these sometimes 
hinder interaction and cause conflicts between teams 
(Krishna et al., 2004).

The use of global teams by companies has ben-
efits, although sharing knowledge becomes more 
complex.

Knowledge sharing barriers for prosumers
If enterprises can benefit from external knowl-

edge, one step is to encourage prosumers to share 
knowledge even though the process of encouraging 
knowledge sharing is a difficult task (Lam, & Lam-
bermont-Ford, 2010). Typically, an enterprise leads 
a project where the prosumers participating have 
an opportunity to share knowledge. Often it is pro-
vided with various information and communication 
technologies (ICTs). Such projects could be delivered 
as a discussion forum, dedicated web page, ideas 
sharing platform, mobile application, etc. (Kettles, 
St. Louis, & Steinbart, 2017; Ford, & Mason, 2013). 
What is important is that it is possible to indicate the 

Table 1. Barriers to knowledge sharing in global teams

Barrier Authors

Technology Assudani, 2009; Riege, 2005; Kyobe, 2010

Time McDermott, & O’Dell, 2001; Riege, 2005; Yao et al., 2007

Common framework Assudani, 2009

Silo type structure O’Dell, & Grayson, 1998

Distance O’Dell, & Grayson, 1998

Cultural differences Alavi, & Leidner, 2001; Li, 2010

Professional qualifications Remus, & Wiener, 2009

Relationship between team members O’Dell, & Grayson, 1998; Riege, 2005; Assudani, 2009

Absorptive capacity Assudani, 2009; Riege, 2005; Kyobe, 2010

Source: authors’ own study.

Barriers to Knowledge Sharing for Prosumers...
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factors which contribute to prosumer involvement in 
a specific project, including the look, design, scope 
and content of the project. It could be a popular ICT or 
a well-prepared promotion campaign as well. On the 
other hand, there is a set of barriers which may hinder 
or prevent prosumers from knowledge sharing. Based 
on the observation of the projects for prosumers and 
literature review, the relevant knowledge sharing bar-
riers are presented in Table 2.

Table 2. Knowledge sharing barriers for prosumers

Barrier name

Time

Lack of information about opportunities to share 
knowledge 

Lack of interest in sharing knowledge (at all) 

Incompatibility of knowledge sharing with current 
consumer’s needs 

Lack of required knowledge for sharing with an enterprise

Lack of required technological skills

Lack of help or support from the enterprise

Lack of incentives

Reluctance to knowledge sharing

Reluctance to engage with a specific enterprise 

Lack of physical (technological) environment for 
knowledge sharing 

Reluctance to give private information

Source: Eisenbardt, Ziemba, & Mullins, 2018.

The literature offers two approaches to knowledge 
sharing namely: eagerness and willingness to share 
knowledge (van den Hooff, Schouten, & Simonovski, 
2012; Ziemba, & Eisenbardt, 2014). The former means 
that prosumers are eager to share knowledge because 
of some personal benefits. The latter stresses that 
prosumers would like to share knowledge, but most 
would do so if their efforts were to be rewarded (Hum-
phreys, & Grayson, 2008; Gafni et al., 2014; Ziemba, & 
Eisenbardt, 2016). From that perspective, the incen-
tives can help to overcome or minimize the barriers 
listed above. Some researchers stress that differences 
exist between the willingness of prosumers to share 
knowledge and the generation they represent. These 
generational differences are especially visible in the 
value linked to incentives intended to encourage 
consumers to share knowledge (Ziemba, & Eisenbardt, 
2016; Gafni et al., 2014). On the other hand, these 
differences may have an impact on barriers that may 
hinder them from knowledge sharing.

Research Methodology

Research problem and questions
The main purpose of this paper is to fill the 

research gap on indicating the barriers which are 
significant for prosumers as well as for employees 

in knowledge sharing. Thus, the main research ques-
tion is: which barriers are significant for prosumers 
and global team employees? To meet the purpose of 
the paper and to answer main research question the 
study focuses on addressing the following specific 
research questions:

Q1: Which barriers are significant for global team 
employees?

Q2: Which barriers are significant for prosumers?
Q3: Which barriers are common for both employ-

ees and prosumers?
The research follows an exploratory approach to 

discover common knowledge sharing barriers for 
prosumers and global team members.

To find the answer to the main and specific research 
questions, as well as to present a complete picture of 
knowledge sharing barriers from the employee and 
prosumer perspectives, we combined two research 
methods in our study – qualitative and quantitative 
(Creswell, 2013). Our approach was in line with the 
research conducted by Rivera-Vazquez et al. (2009), 
which focused on overcoming cultural barriers for 
innovation and knowledge sharing. The authors used 
qualitative-based research consisting of interviews 
carried out among the employees and questionnaires 
submitted to the prosumers.

Research process

1. A critical review of existing studies to explore 
the concepts of prosumption and prosumer, 
global team employees, and barriers to knowl-
edge sharing. The review embraced four biblio-
graphic databases: Ebsco, ProQuest, Emerald 
Management, and ISI Web of Knowledge.

2. The quantitative research was planned for the 
prosumers, and a suitable survey question-
naire designed. The questionnaire contained 
a question concerning specified barriers to 
sharing their knowledge: what are the reasons 
or barriers that discourage you from sharing 
your knowledge with enterprises? For each 
barrier the respondents had to choose one of 
five responses, according to a 5-point Likert 
scale: (1) definitely no, (2) rather no, (3) neither 
yes nor no, (4) rather yes, and (5) definitely yes. 
Using the CAWI (Computer-Assisted Web Inter-
view) method, the survey questionnaire was 
implemented as a website hosted on a Polish 
platform, Ankietka.pl. The pilot survey was con-
ducted in November 2014. Data collection took 
place in 2015. The sample comprised people of 
different ages, genders, levels of education and 
ICT skills. The responses were screened and 
outliers excluded, which left a final research 
sample of 388 usable, correct and complete 
questionnaires. Cronbach’s coefficient alpha 
was employed for reliability checking, which for 
all the analyzed items was 0.881. For that the 
purposes we decided to use only the outcomes 
from prosumers aged 35+. This decision was 
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made based on the assumption that there are 
large differences between the willingness of 
prosumers to share knowledge and the gen-
eration they represent. Thus, the final sample 
for the study was 63 prosumers, who were of 
a similar age to the global team employees, al-
lowing the samples to be compared without bi-
ases. The demographic analysis of the research 
sample is presented in Table 3. The data were 
stored in Microsoft Excel format. The collected 
data were analyzed using Microsoft Excel and 
Statistica software to generate findings on the 
second research question (Q2).

3. Qualitative research on global team members.
 This research stage followed the recommenda-

tions of Dubé and Paré (2003) regarding proto-
col development and expert validation of the 
interviews. A pilot study was carried out with 
three interviewees, in the Poland office between 
September and October 2016. Following minor 
revisions to the wording of the questions, the 
main study was carried out between November 
and December 2016. The main form of data col-
lection was a semi-structured interview based 
on eight employees from company A with its 
headquarters in London, UK and five employees 
from company B based in Prague, Czech Repub-
lic. Second, the interviewees were based in dif-
ferent functional departments and were chosen 
with the aim to obtain a broader view of the key 
influences that shape their perceptions.

 The research was based on interviews with 
employees from two companies (A and B) 
that had global teams. As they requested, the 
names of the companies will not be revealed. 
These companies were selected because they 
have had projects involving global teams for at 
least three years. Company A was a consulting 
company acting as the specialist in research 
and advisory services for the maritime sector. 
Founded in 1970 to provide information and 
advice to the global maritime industry it has 
since worked with over 3,000 clients in more 
than 100 countries. The company was privately 
owned, with offices in London, Delhi, Singapore 
and Shanghai, supported by associates across 
the world. Company B was a construction 

Table 3. Analysis of the research sample

Demographic 
profile

Number 
of respondents Percentage

Gender

females 51 81%

males 12 19%

Age

50+ years 22 35%

36–50 years 41 65%

Source: authors’ own study.

Table 4. Profiles of interviewees in company A

Interviewee
Time in the 
company 

(years)

Experience 
with global 
companies

Working 
in country

A1 3 3 UK

A2 5 5 China

A3 3 20 UK

A4 7 20 UK

A5 5 10 UK

A6 1.5 1.5 UK

A7 3 10 UK

A8 10 20 Singapore

Source: authors’ own study.

Table 5. Profiles of interviewees in company B

Interviewee
Time in the 
company 

(years)

Experience 
with global 
companies

Working 
in country

A1 10 10 Czech 
Republic

A2 3 5 Czech 
Republic

A3 5 10 Czech 
Republic

A4 5 10 Czech 
Republic

A5 10 30 Czech 
Republic

Source: authors’ own study.

company set up in 1996, based in Netherlands 
with offices all over the world. The key prod-
ucts of the company were connected with road 
building and hydraulic engineering. The two 
companies selected for the study represented 
the construction and consulting sectors, both of 
which are heavily knowledge based. Identifying 
knowledge sharing barriers would therefore of-
fer many insights for practitioners and theorists 
in this respect.

 The choice of interviewees was based on key 
people who possessed knowledge about the 
company processes, and people capable of re-
sponding to the survey questions. In company 
A, eight employees were interviewed, six based 
in the UK, one in China and one in Singapore, as 
shown in Table 4. In company B, five employees 
were interviewed with all of them based in the 
Czech Republic, as shown in Table 5. The inter-
views were conducted with the use of Skype® 
and each lasted 15 minutes on average.

The data were analyzed using content analysis, as 
recommended by Bardin (2008). The interview was vali-
dated by two professors with experience in the area.

Barriers to Knowledge Sharing for Prosumers...
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Research Findings

The findings from this study provide some critical 
insights into understanding the barriers that affect 
knowledge sharing amongst global team employees 
and prosumers.

Significant barriers to knowledge sharing by global 
team employees

In relation to the first research question „Which 
barriers are significant for global team employees?” 
the barriers identified in the literature section were 
confirmed by the interviewees. When discussing the 
barriers, it became apparent that they were inter-
related. Table 6 includes all the barriers indicated by 
the employees in companies A and B.

The respondents from company A listed more barri-
ers in knowledge sharing than those from company B. 
The most visible barriers in companies A and B were: 
time, cultural differences, silo type structures and 
professional qualifications.

During the content analysis, professional qualifica-
tions emerged as an influential barrier to knowledge 
sharing. Professional qualifications can negatively affect 
time if knowledge is unevenly spread between team 
members. On the other hand, having high qualifications 
can positively influence the absorptive capacity. As one 
of the experts said (A6): „People with an IT background 
feel superiority over those with non-IT backgrounds, 
and we can find it difficult to grasp some concepts.”

Technology influences the distance as it helps to 
solve communication problems, as it contributes to 
the creation of relationships over time by providing 
people with contact and providing documentation 
regardless of where the person may be. However, 
technology has also another element, as pointed out 
by one respondent (A4) “it means people talk less 
and write more.”

Silo type structures was confirmed by the majority 
of respondents as a barrier to the knowledge sharing 
process. Respondent A2 compared silo type structures 
to a close-minded mentality. Respondent A8 added 
that “it allows people to stay within their own limits. 
People are afraid they might lose relevance and im-
portance if they share everything.”

Cultural differences were highlighted by the inter-
viewees as a barrier in themselves as well as influ-
encing other barriers. Cultural differences, including 
language and customs, can hinder absorptive capacity 
and also relationships (Companies A and B).

Over the course of this study it was also possible to 
note some barriers that were not found in the litera-
ture. These can be grouped under one barrier: poor 
management (managers do not imply the importance 
of knowledge sharing, which is why team members 
use “I do not have enough time” as an excuse, so that 
many people protect knowledge for their own gains 
(A5). One respondent from company A (A3) linked man-
agement abilities to a lack of new technology skills by 
managers who “are inept with new technologies and 
don’t want to be embarrassed.” Another respondent 
from company B admitted that “People are afraid that 
knowledge sharing will lead to more control of their 
work by managers.” It is essential to create supportive 
environments (B1), as confirmed in the literature, yet 
attitudes to knowledge sharing as well as knowledge 
sharing behaviors in the organization depends on 
conditions that vary across institutional and cultural 
environments (Michailova, & Hutchings, 2006). The 
second barrier not mentioned in the literature review 
is related to the lack of time to share knowledge, 
which was mentioned most frequently by respondents 
in company A.

Time is considered a barrier, as finding the right 
time for a meeting on-line or telephone call is chal-
lenging, because different time zones hamper commu-
nication (Company A) and relationships as people have 
less time to work together (Company B). Knowledge 
sharing is best achieved with several team members 
working together within close proximity. Having team 
members across different countries can be essential 
for the business to be successful; however, it restricts 
knowledge sharing, as respondent A7 noted.

Having a good relationship within the team affects 
how people interact and work to overcome the barriers. 
It is known that we as human beings prefer to work 
with people who we like, which may mean we like 
people who have similar values to ours. A good working 
atmosphere influences work efficiency as we are more 
willing to do something for a colleague we like.

Table 6. Knowledge sharing barriers for global team employees in companies A and B

Barrier Company A Company B

Technology A4 B2, B3

Time A1, A3, A7, A8 B2, B3

Silo type structure A1, A2, A6, A7, A8 B4

Distance A4, A5, A7 –

Cultural differences A3, A4, A5, A8 –

Professional qualifications A3, A5, A6, A8 B5

Relationship between members of different teams A5, A6, A8 B1, B3

Absorptive capacity A1, A4 –

Source: authors’ own study.
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Significant barriers to sharing knowledge 
for prosumers

To answer the second research question: “Which 
barriers are significant for prosumers?” frequency 
procedures were employed. The outcomes are pre-
sented in Figure 1.

The outcomes presented in Figure 1 show that 
the main barrier for prosumers to share knowledge 
is Lack of information about opportunities to share 
knowledge, indicated by 69.8% of prosumers, followed 
by Reluctance to give private information, indicated 
by 58.7% of prosumers, and Lack of interest in sharing 
knowledge, indicated by 55.6% of prosumers. What is 
more, also significant for prosumers can be Incompat-
ibility of knowledge sharing with current consumer’s 
needs and Time. The less important barriers seem to 
be both of them, i.e. Reluctance to share knowledge, 
which means a general reluctance of prosumers to-

wards that activity, and Reluctance to engage with 
a specific enterprise, which emphasizes that the ma-
jority of prosumers do not pay significant attention to 
the prior bad experiences with knowledge sharing.

Barriers to sharing knowledge which are common 
to prosumers and global team employees

To answer the third research question: “Which 
barriers are common to employees and prosumers?” 
a conceptual framework for knowledge sharing bar-
riers was developed (Figure 2).

The framework presented in Figure 2 shows that 
there is a possibility to list core barriers which are 
common to both prosumers and employees. Addition-
ally, it stresses that there are other important barriers 
specified separately for prosumers and for employees, 
which may be significant for one group and marginal 
for the other.

Figure 1. Barriers for prosumers
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Source: authors’ own study.

Figure 2. Conceptual framework of knowledge sharing barriers for prosumers and employees
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Conclusions

The contribution of this study to the field of knowl-
edge management is twofold. First, by identifying 
barriers to knowledge sharing for employees and 
prosumers. Second, by investigating which common 
barriers play a greater or lesser role in knowledge 
sharing for prosumers and employees.

Companies need to pay attention to the potential 
barriers to knowledge sharing that occur among 
prosumers and within global teams, in order to gain 
fresh understanding from prosumers and ultimately to 
succeed. The relevance of the barriers to knowledge 
sharing identified in the literature was confirmed. 
The barriers described by prosumers and global team 
members include three basic problems, i.e. lack of 
time, information and support related to techno-
logical issues. The benefit of using the qualitative 
and quantitate approach in the study was that the 
common barriers for knowledge sharing could be 
established in samples that seemed to have nothing 
in common.

Time was indicated as a significant barrier by 
both prosumers and employees. Technological issues 
were indicated as an important barrier in company B 
(construction company) where employees complained 
about the IT abilities of management whilst it was 
one of the less significant barriers for prosumers. The 
majority of prosumers found that the lack of informa-
tion about opportunities to share knowledge was the 
greatest barrier for them, while for global teams it 
was the lack of company support or help and, more 
importantly, the lack of management skills. The main 
barrier for prosumers, which was the lack of informa-
tion about opportunities to share knowledge, can be 
considered twofold. First, it may mean that there is 
a lack of suitable information for prosumers on the 
market, meaning that the ways that companies try 
to inform prosumers are insufficient or wrong. On 
the other hand, it could mean that prosumers do 
not seek the information or simply ignore it. In turn 
they feel that there is a lack of information about the 
projects in which they can actively share knowledge, 
even though companies offer them these possibilities 
very often. The greatest barrier to knowledge shar-
ing in global teams proved to be silo type structures 
and time.

It was not mentioned directly, but conclusions can 
be drawn that as well the inability to share knowledge, 
by prosumers and global team employees, may be 
attributed to the management of companies. This is 
mainly about the incentives offered for prosumers. 
From the point of view of global team members, this 
inability is described as poor management skills.

The findings of this study make an important con-
tribution to the literature on the knowledge sharing 
barriers in theory and practice. From the theoretical 
point of view the benefits of this study include an 
opportunity to consider that knowledge sharing bar-
riers may be as common for groups that seemingly 
seem to have nothing in common, like prosumers 

and employees. Thus, it has been possible to create 
the framework which indicates core barriers common 
for prosumers and employees in knowledge sharing. 
It also shows that some barriers exist that are unique 
for prosumers and for employees.

From the managerial perspective this research of-
fers insights for managers on how significant knowl-
edge sharing barriers are and the role of managers in 
minimizing them effectively.

From a practical perspective the results presented 
may be useful for businesses. They show a different 
perspective on knowledge sharing barriers. For pro-
sumers it means companies developing incentives 
and building informational campaigns on-line. From 
the perspective of global team employees, managers 
should be a role model by being a positive example 
in knowledge sharing, they need to introduce “infor-
mational campaigns” as well by informing employees 
why it is necessary to share knowledge. A knowledge 
sharing culture is a starting point in developing 
a knowledge management strategy and introducing 
a knowledge management system. Thus finally, com-
panies must recognize the barriers which disengage 
their prosumers and global team employees through 
knowledge sharing barriers. This is a starting point 
in the know how required to encourage knowledge 
sharing for the benefit of the company itself.

Limitations and future research

As with many other studies, this study has its limita-
tions. The first was in the selection of the respondents. 
The age of the prosumer research sample was limited 
to prosumers aged 35+. It is advisable to extend the 
research to prosumers and employees into the age 
range of less than 35 years old. In turn, this can help 
to overcome the second limitation, which was the 
relatively low number of respondents. The research 
will be continued in the future, including the further 
significant points:

– to ensure a higher response rate for deeper 
analysis;

– to develop a conceptual framework with de-
pendent and independent variables. This will 
facilitate the focus on comparisons between 
different groups and countries;

– to conduct research on employees and consum-
ers of one specific company, and to present the 
results from the perspective of the employees 
and consumers; a deeper analysis into which 
barriers discourage employees and consumers 
from knowledge sharing.
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Abstract
The main purpose of this paper is to determine which barriers are significant for prosumers and global team employees, and 

in turn what can discourage them from knowledge sharing. The main assumption was that prosumers and employees can share 
knowledge seamlessly, but that very often they are reluctant to do so. It seems to be a challenge for businesses to know which 
barriers hinder prosumers and employees in sharing knowledge. To find the answer to the main and specific research questions, as 
well as to present a complete picture of knowledge sharing barriers from the employee and prosumer perspectives, we combined 
two research methods in our study – qualitative and quantitative. The research process embraced a survey among prosumers 
and interviews with global team employees. The contribution of this paper is twofold: (1) a knowledge sharing barriers analysis, 
and (2) a conceptual framework development which presents the common barriers for knowledge sharing amongst prosumers 
and employees of global teams, to fulfil the research gap extant in the literature.

Keywords: global teams, consumer, prosumer, enterprise, knowledge sharing, knowledge sharing barriers
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This paper examines how some expectations of Generation 
Z students impact faculty approaches to teaching within 
classrooms, both online and on campus. Methodologically, 
this paper relies on a literature review of various aspects of 
this relatively new topic, as well as participatory observa-
tion. Heutagogy is the guiding theoretical learning frame-
work. The paper takes the form of an executive report and 
is addressed primarily to instructional leaders.

Introductory Remarks

Understanding the generalizable characteristics 
that each generation of students brings to the class-
room, as well as their individual strengths and chal-
lenges, results in an ongoing need for instructors who 
are able to implement high impact practices in their 
teaching. As with all students, the most important 
attitude that the faculty can bring to the classroom is 
respect for students of all ages and at all stages. This 
is vital, since it is unlikely that classroom groups will 
comprise homogenously aged students.

This paper explores an approach born out in 
the theory of heutagogy (Hase and Kenyon, 2001). 
Heutagogy is one aspect within the continuum of 
learning theories. As this learning theory is related to 
self-determined learning, it follows the premises of 
pedagogy and andragogy. The practices of heutagogy 
allow students to remain in control and to become 
self-determined learners by approaching their learning 
needs through a self-determined lens (Blaschke, 2012).
This approach is significant when used in relation to 
mobile learning devices and how these devices may 
be used in the classroom.

The categories of learning theory as they appear on 
a continuum of learning may be best defined as:

1) pedagogy is the art and science of traditional 
age learners,

2) andragogy focuses on the learning theory of 
adult learners,

3) heutagogy is best described as self-determined 
learning.

A significant premise of the heutagogical approach 
is to utilize mobile learning opportunities to build 
social constructivist approaches to learning that en-
able learners to learn anywhere. Learning is no longer 
constrained by location or time. Teaching relates to 
a co-constructivist approach that allows members of 
the learning community to learn from and to teach 
each other. Additionally, the mobile device being used 
is chosen with the purposeful intention that is specific 
to the learning community and allows the learner to 
connect seamlessly with the content, teachers, and 
fellow students (Gerstein, 2013). This framework built 
upon the learning theory of heutagogy aligns well with 
the expectations of Generation Z (Gen Z) students.

Gen Z Students – Strengths

Learning behaviors for students today are impacted 
by the use of digital media and devices. This is espe-
cially true for students who were born between 1995 
and 2012, a generation referred to as Gen Z. Technol-
ogy has changed the personal lives of students, the 
work lives of teachers, how individuals learn, when 
individuals learn, and how the use of technology is 
perceived in everyday situations. Learning anytime 
and anywhere is a result of ubiquitous technology 
(Gerstein, 2013). The challenge related to the use of 
devices in learning is that many students know how to 
utilize functional applications such as text messaging, 
gaming, and social media, but do not know how to 
effectively learn using mobile devices. It is inherent 
when utilizing a heutagogical approach to learning 
that Gen Z students are taught how to harness the 
power of the mobile device in relation to its applica-
tion in learning.

There are several positive characteristics of Gen 
Z students. They bring high expectations into their 
learning environments. They value social justice and 
are looking for ways to impact the world around them. 
They are pragmatic in their approach to learning and 
to life. These students have been less sheltered from 
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the harsh economic realities that have assaulted their 
families than previous generations. They understand 
that the world is not always fair and they are not afraid 
to work hard to achieve what they wish to accomplish 
(Stansbury, 2017). Teachers can seek connections be-
tween the positive characteristics of Gen Z students to 
build upon these characteristics to inspire the learning 
of new concepts and skills.

However, teachers often only focus on the ability 
of Gen Z students to single-mindedly pour themselves 
into their digital worlds. Their ability to have digital 
relationships and digital communications on higher 
levels than previous generations can cause consterna-
tion and inhibit the understanding of how to effec-
tively teach this generation. One author termed this 
generation “phigital” (Stansbury, 2017). The definition 
of phigital is used to describe the phenomena of living 
in both the physical and digital world interchangeably. 
While individuals who have incorporated devices 
into their daily and work activities may lean toward 
a phigital philosophy in both their work world and 
personal lives. Gen Z students truly display a seam-
less interchange between the physical and digital 
environments. These students do not stop to think 
about posting a photo of a special event to friends, 
they just do it. These students do not stop to think 
about reaching out to others who are part of their 
digital social network for information and advice, they 
just do it. The physical and digital worlds of Gen Z do 
not collide, they meld completely. Learning through 
the Gen Z lens is different and requires alternative 
approaches to learning (Rosen, 2010). By considering 
the framework of a heutagogical or self-determin-
ing approach to learning, teachers can assist Gen Z 
students in their need for this alternative approach 
to learning.

Additionally, the days of starting a class (whether 
online or on campus) a few minutes late or with an 
ambivalent opening do not resonate well with Gen 
Z students. Researchers have indicated the Gen Z 
students must be attracted by a message within 
8–10 seconds or they shift their focus to a different 
input of information, which might be physical or dig-
ital (Fong, 2018). Being disorganized in either a face 
to face or online learning environment will certainly 
limit the amount of time a Gen Z student will spend 
on content or listening to a lecture.

Gen Z students are highly creative and deeply 
pragmatic. They have the ability to be curious young 
scholars who seek solutions to the problems they see 
around the world. They have the ability and the desire 
to make significant impacts on the world in which they 
live. They are looking for instructors who are not afraid 
of using technology, with its strengths and its weak-
nesses, to find new solutions to real problems.

Gen Z Students – the Learning Moments

Gen Z students struggle in various areas of so-
cialization. Skills related to career and workplace 
expectations are critical for students today. Of these, 

those often referred to as “soft skills” are also neces-
sary for the success of the student. They include the 
ability to make appropriate introductions, the art 
of the handshake, and appropriate ways to express 
conflicting ideas in a collegial manner. These skills 
are important for this generation of students to 
master as they move toward the workplace. Assign-
ments that relate to building stronger socialization 
skills through experiential learning or interviewing 
techniques can assist them in building the sociali-
zation skills needed for workplace success. This 
generation of students highly prizes the opportunity 
for experiential learning in real-world environments 
(Twenge, 2017). This concept is also supportive of 
the heutagogical connection to a self-determined 
learning approach. By focusing on the learner’s 
capacity, a teacher may design experiential assign-
ments that promote a highly autonomous approach 
to developing the learning outcomes and associated 
skills of a course.

As Gen Z students have a tremendous reliance on 
technology, this ubiquitous technology should be 
quite prevalent in classroom assignments (Jenkins, 
2019). Technologies may be utilized for the follow-
ing functions:

• finding information,
• connecting to human and data networks,
• finding solutions to problems,
• building skills in the arts and humanities 

through virtual travel,
• visiting distant lands, museums, and other plac-

es they are unlikely to be able to visit through 
augmented and virtual reality.

However, other approaches that include learning 
strong sets of problem solving skills while limiting 
the use of technology is also a skill that should 
be planned well into appropriate activities, to 
strengthen critical thinking through means outside 
of technology (Aoun, 2017)). According to Aoun, 
technical skills are important for this generation 
to learn and understand, but equally important are 
conceptual skills, interpersonal skills, and the ability 
to understand what makes human beings uniquely 
human.

Strengthening activities that focus on building 
oral and written communication skills is most ap-
propriate for Gen Z students. While these students 
communicate at a very high level with peers through 
acronyms and symbols, the ability to utilize written 
words and to develop high level speaking abilities is 
one that Gen Z students will have difficulty construct-
ing without specific activities in the classroom that 
encourage this skill set. One excellent example of 
this might be found in the activity of creating student 
written and produced video. For video work to be 
done well requires high level thinking and creativity, 
even for a 3–7-minute video assignment with a script 
and a practiced delivery. This simple activity, when 
done well, can provide a self-determined multimedia 
approach to encouraging written and oral speech 
skill-building. The skills learned in this type of 
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 exercise enhance the ability of the student to build 
strong workplace skills (Gurchiek, 2016).

Recommendations

While it is easy to conclude that Gen Z students 
feel entitled, they do not exhibit the same level of en-
titlement that the millennial generation did. They do 
want instant gratification related to finding answers 
to basic problems (Wilkie, 2017). Gen Z students are 
also significantly less collaborative than their previ-
ous millennial counterparts. They seek ways to as-
sert their individuality while working within a larger 
group; this is aimed at empowering an organizational 
culture toward making an impact. Professors who 
focus on ways to encourage individuality within the 
coursework, including group work and ways for each 
individual to bring their own creativity and ability to 
build on autonomous learning to the course room, will 
find students who engage with the learning activities 
and eager to excel.

In concluding, the author proposes three ques-
tions for the instructor to consider when planning 
a course activity:

1. Are the students allowed to determine how to 
expand learning through using technology as 
part of the lesson plan?

2. Are the students finding pathways toward 
self-determined learning through heutagogical 
practices in the class?

3. Is device neutrality practiced to allow students 
to choose the device and app that most effec-
tively works for them to prove they have met 
the learning outcomes?

To sum up, teaching this generation of students 
requires the faculty to find new ways to think about 
content, activities, and assessments. Teaching this 
generation of students will require that instructors 
consider self-determined, autonomous heutagogical 
methods that allow the students to utilize creativ-
ity and self-directedness in their learning journey. 
Choosing a heutagogical approach will move the 
instructor from the center of the learning process 
to the side, as a coach or mentor, while the student 
moves to the center of the learning process. An active 
respect for generational differences should always be 
present, but none more so than when integrating the 
use of technology in the learning activity. In regard 
to Gen Z students, educators should engage them 
through building mutual respect, sharing scholarship 

and best practices surrounding technology usage in 
learning, and sharing the responsibility of learning 
with the students.

References

Aoun, J.E. (2017). Robot-proof: higher education in the 
age of artificial intelligence. Boston: MA: Massachusetts 
Institute of Technology.

Blaschke, L.M. (2012). Heutagogy and lifelong learn-
ing: A review of heutagogical practice and self-deter-
mined learning. The International Review of Research in 
Open and Distance Learning,13. Retrieved from http://www.
irrodl.org/index.php/irrodl/article/view/1076/2087

Fong, J., Lucchi, M., Trench, B., Lope, N., & McDer-
mott, P. (2018). An insider’s guide to planning for the inevi-
table: Generation Z and higher education. UPCEA. Retrieved 
from https://upcea.edu/generational-politics-and-the-
new-4th-edition-of-an-insiders-guide-to-generation-z/

Gerstein, J. (2013). Education 3.0 and the Peda-
gogy (Andragogy, Heutagogy) of Mobile Learning. User 
Generated Education, Blog: @jackiegerstein. Retrieved 
from https://usergeneratededucation.wordpress.
com/2013/05/13/education-3-0-and-the-pedagogy-an-
dragogy-heutagogy-of-mobile-learning/

Gurchiek, K. (2016). Think Gen Z Isn’t That Different? 
Think Again. Society for Human Resource Management. 
Retrieved from https://www.shrm.org/resourcesand-
tools/hr-topics/behavioral-competencies/global-and-
cultural-effectiveness/pages/2016-talent-management-
conference-jeff-hiller-gen-z-globals.aspx

Hase, S., Kenyon, C. (2001). Moving from Andragogy 
to Heutagogy: Implications for VET. Retrieved from 
https://epubs.scu.edu.au/cgi/viewcontent.cgi?article=
1147&context=gcm_pubs

Jenkins, R. (2019). How Generation Z Uses Technology 
and Social Media. @theRyanJenks. Retrieved from https://
blog.ryan-jenkins.com/how-generation-z-uses-technol-
ogy-and-social-media

Rosen, L.D. (2010). Rewired: understanding the iGenera-
tion and the way they learn. New York: Palgrave McMillan.

Stansbury, M. (2017). The Rising “Phigital” Student.
edCircuit. Retrieved from https://www.edcircuit.com/ris-
ing-phigital-student/

Twenge, J.M. (2017). iGen: Why today’s super-connected 
kids are growing up less rebellious, more tolerant, less happy 
– and completely unprepared for adulthood – and what that 
means for the rest of us. New York: Atria Books.

Wilkie, D. (2017). Managers Not Too Enthusiastic 
About Generation Z Coming to Work. Society for Human 
Resource Management. Retrieved from https://www.shrm.
org/resourcesandtools/hr-topics/employee-relations/
pages/generation-z-.aspx

Abstract
Hase and Kenyon (2001) explored the learning theory of heutagogy along the continuum of learning theories. Heutagogy 

provides a framework for self-determined learning and follows the continuum created through the theories of pedagogy and 
andragogy. However, the practice of heutagogy allows students to remain in control of their learning through the application 
of self-determined learning. This approach is significant when used in relation to mobile learning devices. This theory is highly 
relevant in considering how to best provide learning for Gen Z students, born between 1995 and 2012. This paper suggests there 
are benefits in exploring Gen Z student learning through a heutagogical application.
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We recommend
Time Machine Europe

Unlock the rich past of our 
cities

The Time Machine Project is 
by far the most ambitious and 
far-reaching project ever un-
dertaken using Big Data of the 
Past. Revolutionizing the way 
we experience European history 
and culture, the project is an 
international collaboration to 
build a map of European history 
that spans thousands of years. 
This open access, living resource 
will aid everyone from acade-

mics to industry, sparking interest in the future 
generation of humanities scholars, pushing the 
limits of science and technology, and allowing the 
general public to explore their own past.
The project got funding in 2018 from Horizon 
2020 – the European Union research and inno-
vation programme, but actually the local time 
machine projects started several years ago. 

Meet the local time machines

The Venice Time Machine was the first project 
developed by Frédéric Kaplan from the Digital 
Humanities Laboratory at the Swiss Federal In-
stitute of Technology in Lausanne (EPFL). He had 
the ambition to capture well over 1,000 years of 
records in dynamic digital form, encompassing the 
glorious era of the Most Serene Republic of Venice. 
Kilometers of archives were digitized, transcribed 
and indexed, forming the largest database of 
Venetian documents ever created. 
Now, the network of Local Time Machines com-
prises 17 projects across Europe, including Paris, 
Amsterdam, Antwerp and Utrecht, Barcelona, 
Budapest, Ghent/Bruges, Limburg, Dresden, Nuremberg, Venice and Naples, Sion, and one in Jerusalem.
More information at https://www.timemachine.eu
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Megan Torrance is a practitioner who leads the 
e-learning design and development firm. In her book 
Agile for Instructional Designers. Iterative Project 
Management to Achieve Results, she presents how 
to apply the agile methodology for designing an 
e-learning experience. She argues that the ADDIE1 
model still commonly used in instructional design 
does not suit the needs of contemporary learners, 
and therefore it should be replaced by a more flexible 
approach. Flexibility means, in this context, open-
ness to change, which can be introduced even while 
the training or the course is being delivered. The 
author of the book claims that the agile approach, 
well known from software development practices, 
can be effectively used to support the traditional ap-
proach to designing the learning experience. Hence, 
she introduces first her own, concise definition of 
agile, and then describes the methodology of using 
the agile approach to instructional design which she 
calls LLAMA from the words Lot Like Agile Manage-
ment Approach.

According to Torrance, “Agile is an iterative, incre-
mental method of guiding the design and building 
projects in a highly flexible and interactive manner, 
focusing on maximizing customer value and fostering 
high team engagement.” The practice of software de-
velopment has proved that testing and evaluating the 
“product” during the design process rather than at the 
end of it is much more effective and leads to higher 
customer satisfaction. The author observes that the 
final evaluation of the courses and pieces of training 
cannot be beneficial for the current learners, it may 
help to improve the course for its future participants 
but not for the present. In the LLAMA approach, it is 
possible to accommodate changes when necessary, 
for instance, when the managers decided to equip 
a particular group of the staff with tablets and there-
fore mobile access to the course content appears to 
be essential for them.

It is worth to stress, however, that agile methodol-
ogy itself is not a learning design method. Therefore, 
Torrance developed the LLAMA model, which she 

Agile for Instructional Designers 
– review of the book
by Megan Torrance
Maria Zając

1 The acronym ADDIE stands from Analysis, Design, Development, Implementation, and Evaluation.

Source: own elaboration based on the book being reviewed
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calls in short, the ADDIE model adapted for Agile. 
The core assumption applied in the model is that 
changes are introduced iteratively, i.e., the develop-
ment phase can be repeated (iterated) several times, 
depending on the flow of implementation followed 
each time by the evaluation phase. The author points 
out that “rather than assuming that the initial analysis 
covered every aspect and that no changes will be 
requested during design and development, the Agile 
approach implies a continuous return to the design 
and development phases after prior evaluation.” 
Such an approach transforms the course creation 
process into a multi-stage project, completed in small 
increments. After each stage, its result (a course or 
a part of it) can be viewed, used, and tested by the 
learners and those who ordered it. As Torrance says, 
“this gives teams the chance to identify problems 
not previously anticipated or reevaluate features or 
functions that might not work in practice as they 
had envisioned.”

Explaining the idea of how an agile methodology 
can be adjusted to the needs of learning designers 
constitutes the introductory part of the book. Then 
the three main parts come, named subsequently: 
Kicking Off the Project, Managing the Project, and 
Applying Agile in Your Organization. 

Kicking off the project refers to the meeting when 
not only the goal and scope of the project must be 
defined, but also the learner and his/her needs are 
identified. Applying the rule that “one size does 
not fit all” requires an accurate description of the 
learner. Torrance recommends using the concept of 
“learner personas,” very common among market-
ers. In other contexts, the names “user stories” or 
“empathy maps” are used as well. The point is that 
during the course design, “understanding the target 
customers’ routines, pain points, needs, aspirations 
and prior knowledge or comfort with what will be 
delivered to them” may help to improve the original 
outline of the course. In practice, the learners can 
usually be represented by three to five personas. It 
is not only about being a beginner or an advanced 
learner. Creating the persona means assigning to it as 
many “real people’s” features as possible, e.g., their 
interests, motivations, recreational activities, profes-
sional goals, the level of comfort with technology. 
Then indicating the “primary learner persona” (PLP) 
helps to decide whose needs are to be met first, and 
in consequence to concentrate on those parts of the 
course, which are crucial for PLP because they are 
vital for the organization as well. Such an approach, 
quite well known in organizational settings, is not 
so common in educational contexts. Getting familiar 
with it is one of the reasons why this book is worth 
reading, especially by the instructional designers 
employed at the universities. 

Concerning the management of the project, it 
should be remembered that planning the iterations 
in the project work, maintaining regular lines of 
communication, and facilitating retrospectives are 
vital for its proper flow. For the latter, it is crucial not 

to focus too much on the things that went wrong. 
A much more valuable part of the retrospection would 
be to try to formulate suggestions for improving the 
process instead. 

As the book is intended to help people better 
design the learning experience, it is strongly practice-
oriented, and every chapter ends with the sections 
What Could Possibly Go Wrong? and Key Takeaways. 
The actual value of the first is drawing the attention 
of the designers to those tiny things, which might 
often seem obvious, but they are not. Just to give 
a snip of what is meant one or two examples. First 
– borrowed from the Define the Goal chapter – one 
of the key takeaways states, “The goal is never to 
create the training. The goal is to improve perform-
ance, and training may be among deliverables that 
you use to meet the goal.” There are far too many 
courses built around the goal of creating the train-
ing. Another example comes from Define and Estimate 
Tasks chapter – among the things that could possibly 
go wrong, the author mentions, “You think about 
estimating duration instead of effort.” In the same 
section, one of the key takeaways is Torrance’s ad-
vice to follow four rules of estimating. And the rules 
are as follows: “Rule #1: Break things into smaller 
feasible chunks; Rule #2: The person who does the 
work estimates the work; Rule #3: Estimate based 
on what you think it will take to do the work, with 
no padding; Rule #4: Account for the uncertainty of 
large things.”

The book ends with two appendices. The first 
one is called The Agile Manifesto and 12 Principles for 
L&D Teams, this title speaks for itself. The second 
appendix is called by the Author the Job Aids because 
it offers the sample Project Kickoff Session Agenda, the 
Learner Persona Question List, Learner Persona Template, 
the Written Status Report Outline and even the template 
for Capturing Retrospective Feedback. The practical 
approach to the course designing process is clearly 
visible throughout the whole book. It is written in 
a very concise but informative way. It is worth to 
stress that although the LLAMA concept was devel-
oped in the business settings, it may equally well be 
applied in the educational context. In my opinion, 
one may consider the LLAMA approach as a valuable 
contribution to solving the problem of adjusting the 
online courses to the diversified needs of the learn-
ers. I would recommend this book as a must-read 
position for every instructional designer. Even if 
they do not find a definite answer to their problems 
or decide not to adopt such an approach into their 
practice, they still could benefit from it. 

The book Agile for Instructional Designers, Iterative 
Project Management to Achieve Results by Megan Tor-
rance was published by ATD (Association for Talent 
Development) Press in 2019. It can be purchased 
directly from the publisher’s website (https://www.
td.org/books/agile-for-instructional-designers) or on 
Amazon.com.
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Making Art with 3D Laser Cutting. 
Audio-enriched Tactile Poetry

Michael Kolitsky*

A 3D laser cutter was used to produce lines of poetry from 
acrylic sheets that can be configured in real world 3D 
space to make tactile poetry more accessible to a blind or 
visually-impaired reader. The process of positioning laser 
cut lines of poetry in 3D space for greater accessibility led 
to the unanticipated outcome that real-world 3D shapes 
could now be viewed or sensed as mixed medium art that 
was accepted in juried tactile art exhibitions. Tactile art 
exhibits are becoming more common and are part of the 
venue for many creative art centers, museums and art gal-
leries across the United States and in other countries. The 
aim of this paper is to describe the process of making real 
world audio-responsive tactile poetry and show how the 
lines of poetry can now be configured in 3D space so as to 
be viewed as mixed medium tactile art.

When lines of poetry exist in 3D space, as in a 3D 
haiku poetic cube1 (Tweedie and Kolitsky, 2002), the 
use of a screen reader does not easily permit reading 
of all the ways that the lines of a 3D poem may be 
configured in 3D space. More supportive templates 
and use of iPads as audio sources (Kolitsky, 2016) have 
been shown to provide a reader who is blind or visually 
impaired the same opportunities as a sighted reader 
to experience reading poetry in 3-dimensional space.
The interface when using an iPad as an audio source 
must be 2D, such as seen in a raised line graphic so 
that a blind reader can know where to touch the 
raised line graphic in order to trigger an audio but-
ton on the iPad. The 2D template was an important 
advance in creating an interface to allow a 3D haiku 
poem to be read in the same way as that by a sighted 
person. A blind reader, however, is required to make 
a 2D to 3D leap in an attempt to imagine what a 3D 
haiku poem actually looks like in the real or digital 3D 
world. It is more valuable and rewarding for a blind 
reader of 3D poetry if they have an actual real-world 
model of the 3D poem, so that they can touch and feel 
the structure and location of each line in a 3D poem. 
This type of tactile poetry made to exist in the real 
world provides a bridge for the blind reader to cross 

from just hearing the poetry to building in their minds
a structural image of the poetic shape in which mean-
ing, interpretation and the sense of touch coalesce to 
form a tactile work of art. It is the aim of this report to 
show how 3D tactile poetry can be recreated as a 3D 
tactile work of art using laser cutting technology.

Examples of 3D Laser Cut “Talking”
Tactile Art

A number of exhibits in museums and creative 
art centers in the United States and else where in 
the world have announced calls for tactile artwork 
designed around the theme of “please touch the art,” 
such as at Newseum Tactile Art (NFB, 2018), Soma-
tosensory exhibit (Carnegie Library, 2018), “Please 
Touch the Art” (Smithsonian, 2018) and “Touch and 
See” (NEA Arts Magazine, 2015). The examples of  
“talking” tactile poetry included in this report were 
all made by the author and have been accepted by 
jurors for display at several locations around the USA 
for inclusion in their tactile art exhibits.

Ferris Haiku
Figure 1 shows a real-world laser cut version of 

a “Ferris Haiku”, patterned after an animation written 
using Flash software in 20012. The laser cut version 
of the “Ferris Haiku” in the shape of a real-world Fer-
ris wheel was designed and made to allow an audio 
response when the buttons were touched. The “Ferris 
Haiku” can be rotated by hand, and the buttons on the 
side can be touched to play the audio for a particular 
haiku poem. The “Ferris Haiku” mixed medium art 
piece was accepted in the juried “Please Touch the 
Art” exhibit for display at the Mosesian Center for the 
Arts in Waterford, MA, which ran from June through 
to August 30, 2019. A second version of the “Ferris 
Haiku” was also accepted by the jury process for the 
“Touch the Art Exhibit” at the McKeon Center for 
Creativity in Tulsa, OK, from June 7 to July 30, 2019, 
while a version was also accepted at the 18th Annual 
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Gala Juried Fine Arts Exhibition at the Arts Center in 
Elkins, WV, which ran from June 10 through to July 21, 
2019. Most recently, on October 18, 2019, the “Fer-
ris Haiku” piece received a “Best in Show” first place 
selection at the ART Libris – 22nd Annual Art Show 
at the Pequot Library in Southport, CT.

In Figure 1, note that the rectangular templates 
containing laser cut haiku poetry can be rotated like 
a Ferris wheel, allowing the templates beneath to 
become visible and ready to be read during the next 
rotation. There are buttons located on the side which 
can be pressed for an audio reading of the haiku po-
etry on each template and also for recording poetry 
by people visiting the art exhibit, making this piece 
“unfinished” as more poetry can be added throughout 
the exhibit period.

Figure 1. “Ferris Haiku” showing how templates can be 
rotated like a Ferris wheel

Source: author’s own work.

Figure 2. Merry-Go-Round Haiku showing a side view of a template with ahaiku laser cut into it

Source: author’s work.

Merry-Go-Round Haiku
“Merry-Go-Round Haiku” was also selected to 

appear in the juried “Please Touch the Art” show at 
the Mosesian Center for the Arts in Waterford, MA, 
which ran from June 7 to July 30, 2019. The “Merry-
Go-Round Haiku” is a 3D laser cut tactile art piece 
designed to hold four haiku poems. The “Merry-Go-
Round Haiku” can also be rotated by hand in either 
the counter clockwise or clockwise direction and 
could be named a “Carousel Haiku” or “Round about 
Haiku” dependent upon the local custom where 
the tactile art resides. Each haiku template on the 
“Merry-Go-Round Haiku” contains audio-response 
buttons, so that by touching a button in the upper 
right portion of a 3D haiku template causes the au-
dio for that haiku to be played. The buttons on the 
upper left and lower left of a haiku template, when 
pressed simultaneously with the button on the lower 
right, cause a double beep to occur to indicate the 
start of audio recording. When the audio recording is 
complete, pressing the upper left or lower left button 
causes a single beep, indicating that the audio has 
been saved. By pressing either the upper left button 
or lower left button the recorded audio can be played. 
The option to add poems to the “Merry-Go-Round 
Haiku” also makes the 3D laser cut tactile art piece 
an unfinished work of art, with poetic contributions 
by the visitors encouraged throughout the exhibition. 
The “Merry-Go-Round Haiku” templates are colored 
red, and each template has the entire haiku poem for 
that template laser cut on the template so a sighted 
or deaf visitor can read the haiku on that template. 
When the button on the upper right is pressed, the 
poem cut into the template is played with the artist’s 
voice so that a blind visitor can hear what a sighted 
visitor sees and hence completes the expectations 
for meeting Universal Design standards (Universal 
Design and Accessibility, 2018). A “Merry-Go-Round 
Haiku” is shown in Figure 2.
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Figure 2 also shows the locations of the buttons 
for both playing and recording the audio. The “Merry-
Go-Round Haiku” can be rotated either in a counter-
clockwise or clockwise direction.

Sagittarius A as Tanka
The next work, shown in Figure 3, has two tanka 

poems in a 3D real world form and demonstrates 
how the lines of multiple tanka poems (5-7-5-7-7 line 
syllables) arranged in an X format can share the same 
middle line and hence be used to create a mixed 
medium art piece that builds on the theme that infor-
mation in lines of poetry, like any information stored 
in our Universe, is never destroyed, and that when it 
enters the edge of a black hole, as is thought to exist 
at the center of our galaxy, it becomes stretched at 
the event horizon to exist solely as 2D information in 
the form of a hologram. Hence the name of these art 
pieces, “Sagittarius A Tanka”, is tied to the black hole 
in the center of our Galaxy, known as “Sagittarius A” 
or “SagA*”. These new “talking” tactile art pieces may 
then be thought of as a reflection of the information 
contained in them, which is never destroyed but can 
be imagined to be stored in a black hole event horizon 
awaiting our call to retrieve them for interpretation 
and analysis.

Figure 3: Sagittarius A shows two tanka poems shar-
ing same middle line (RISKY ENCOUNTER) attached 
to a black platform (surface of black hole) using right 
angle brackets. Pressing the small buttons linked to 

each bracket produces audio for that particular Tanka 
line. Pressing the buttons near the center edge at the 
same time as the button at the bottom near a tanka 
line produces a double beep indicating the audio re-
cording option is operating. When the audio button 
at the bottom near the tanka line is pressed, a single 
beep is produced to indicate that the new audio is 
now saved and can be produced again by pressing the 
same red button. Dimensions: 12 inches wide, 10.5 
inches deep and 16 inches high.

Bits to Memes
The Art League Rhode Island in Providence, RI, had 

a call for the exhibit “One Zero One” which focused 
on our digital world being dependent upon a binary 
system composed of the numbers zero and one, and 
which form the basis for all computer code. The image 
below shows the mixed medium acrylic “book” that 
was selected to be part of the show, which runs from 
September 16 through November 15, 2019. Figure 4 
shows the three page acrylic book with one line of 
a haiku cut out on each page, and beneath each haiku 
line are the numbers, zeros and ones, that form the 
bits forming the bytes (8 bits for each byte forming 
a letter in a haiku) and together generate the memes 
that we now can exchange on the internet.

Figure 4 contrasts the text that we can read with the 
binary code that a computer can read. The actual lines 
of the haiku “Bits to Memes” are: on page 1 “as bits 
change to bytes”, on page 2 “base 2 shines revealing 

Figure 3. Sagittarius A X1 (Twotanka in an X shape arrangement share the middle line)

Source: author’s work.

Making Art with 3D Laser Cutting. Audio-enriched Tactile...
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memes” and page 3 “best and worst of us”. A small 
button on the lower left of each page can be pressed 
to play the audiofor the haiku line on that page.

Cube of Poetry
The Pequot Library in Southport, CT, sponsored 

a call for art at Art Libris, for the library’s 22nd An-
nual Art Show. This show celebrates the intersection 
of word and image. The author submitted several 
pieces, but shown below is one that exemplifies the 
artist’s view of making tactile poetry accessible as 
art. A cube composed of different colors of acrylic 
was designed, with each side of the cube’s six sides 
containing a portion of the poem “Timeless Patience”, 
written by the author. Figure 5a shows a top view an-
gled to get a sense of the cube arrangement. What is 
not shown is that the cube sits upon a black cylinder 
pedestal assembled from acrylic cut into a cylindrical 
shape using a laser cutter. This piece is also made 
so that it can be picked up and rotated by hand for 
viewing the sides of the cube not easily seen from 
a single viewpoint.

Note that Figure 5a is described as “closed” be-
cause the cube can be opened to reveal the poetic 
lines translated into Braille for touch reading by blind 
patrons, as shown in Figure 5b. Raised arrows on each 
of the cube faces give the direction for reading the 
poem, which starts on the title face or page 1, then 
moves to faces 2 and 3 to be read in that order, with 
the cube faces rotated by hand to show the text. On 
face 3, there is the opportunity to choose to read 
either face 4 or face 5 next, and then the last portion 
of the poem on face 6. This means that there are two 
poems intermingled into one poetic cube, dependent 
upon whether the reader chooses the poetic lines on 
face 4 or face 5 before the final lines on face 6.

Figure 4. Bits to Memes (compares binary code with text)

Source: author’s work.

Figure 5a. Cube of Poetry (closed)

Source: author’s work.

The cube of poetry is held together by magnets to 
allow face 1 of the cube to be separated from face 6, 
so that the cube can be opened to lay flat, revealing 
on the inner surface of each cube face the same lines 
that appear on the exterior surface except now they 
are in Braille. The Braille is produced using swell or 
microcapsule touch paper on a Tactile Graphics ma-
chine obtained from American Thermoform (American 
Thermoform, 2019).

The acrylic “pages” are held together by a hinge 
formed from flexible black tape so that two pages can 
be easily opened and then shut again multiple times. 
The magnets are held in place by glue, and the con-
nection between the red and blue faces (faces 1 and 
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6 on the closed cube) are also held together by Velcro 
pads that can easily be pulled apart to open the cube 
and then close it again.

3D Laser Cutting (Hardware and Software 
Used)

A Glowforge Basic 3D laser cutter (Glowforge, 
2019) was purchased mid-2018 which uses an on-
board computer and a powerful laser to cut through 
3–6 mm thick acrylic plastic sheets of different colors. 
The acrylic plastic sheets were purchased primarily 
from Glowforge as part of their Proofgrade collection. 
The Proofgrade acrylic sheets measure 12 inches x 
20 inches and are available in 1/8 inch and 1/4 inch 
thick versions and priced from $12.00 to $18.00 per 
sheet. The Proofgrade acrylic is designed for optimal 
use with CO2 laser technology and lab tested for 
accurate printing. The Glowforge laser can both en-
grave and cut through the acrylic sheet, but for this 
study only the laser cutting was employed, with line 
drawings used as a guide for the laser to follow for 
cutting through the acrylic. Once a Glowforge laser 
cutter is purchased, a catalog of designs is available 
for printing, but in this study, the text for a poetry 
line is first converted into a scalable vector graphics 
(svg) file that can be used for laser cutting.

Making scalable vector graphics (svg) files for laser 
cutting

A MacBook Pro was used for making the svg files 
for laser cutting, but a PC would work as well. For the 
“Ferris Haiku” and “Merry-Go-Round Haiku” projects 
in this study, solid text was first typed onto a rectangle 
graphic drawn in Photoshop (Photoshop, 2019) and 
circles were also drawn where holes were needed for 
the machine screws to hold each rectangular acrylic 

in place, and the file was then saved as a jpeg file be-
fore being converted later to an svg file for the laser 
cutting. For the “Sagittarius A” models in this study, 
the warp option in Photoshop was also used to widen 
the text graphic on the left side near the base of the 
platform used for attachment of the text following 
laser cutting. The solid text for the “Sagittarius A” 
models in this study was also changed into outlined 
text (Photoshop CAFÉ, 2019) to produce solid text in 
the acrylic sheet when laser cut. A one-inch rectan-
gular graphic with a hole cut in it was also added for 
attaching the laser cut text to a metal right angle joint 
for connection to the platform forming the base of 
the “Sagittarius A” models. A 3 mm wide rectangular 
graphic was also added underneath the text to have 
a platform for the text to adhere to when laser cut.

Super Vectorizer 2 Mac (SuperVectorizer, 2019) 
was used to convert the jpeg files into svg files. Super 
Vectorizer 2 Mac converts jpeg files into svg files by 
setting the working window options to “Line” and 
“Skeletalization” with a “Threshold” value of around 
60, “Smooth Line” option set to 200 and “Reduce 
Noise” option set to 15. These settings can be ad-
justed so that the jpeg file after loaded into Super 
Vectorizer has no peripheral line breaks, as the laser 
cuts along black lines, and if a text letter does not 
have a complete line forming it then the laser will 
not cut completely around the letter component 
and that letter will not be easily removable from the 
acrylic sheet.

Making tactile art “talk”
The inclusion of audio generating tools, such as 

seen in audio-responsive greetings or birthday cards 
from bigDawgs (bigDawgs, 2019), provides a way to 
match touching a line with the audio for that particu-
lar line of poetry. Push button modules were used for 

Source: author’s work.

Making Art with 3D Laser Cutting. Audio-enriched Tactile...

Figure 5b. Cube of Poetry (showing Braille inside when open)
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audio delivery of poetry lines and also push button 
options were available for recording fresh audio so 
that tactile art show attendees could record their 
own poetry and have it available for others to hear. 
The compact thin size of the audio recording and 
generating devices from bigDawgs permitted their 
placement inside the space underneath the plat-
form to which the acrylic poetry lines are attached. 
The activating buttons for generating or recording 
the audio can then be placed on the surface of the 
platform near the site where the individual lines of 
poetry are attached.

From Accessibility to Art

The path followed to explore making laser cut 
lines of 3D poetry accessible to the blind or visually 
impaired reader has, surprisingly, led to the recogni-
tion that tactile poetry in 3D space can also be used 
to produce mixed medium tactile art pieces. This 
observation is similar to work that others have done 
in visual poetry (Michael and Sara Biggs Chaney, 2018) 
and leads one to predict that visual poetry can also 
be made into tactile poetry in 3D space using the 
methods described in this report. All of these studies 
affirm the importance of including Universal Design 
principles (Universal Design and Accessibility, 2018) 
into the planning process from the beginning when 
making accessible elements for learning via touch gen-
erated audio components. There is also an interesting 
and satisfying process of discovery in finding that the 
viable accessible solution is also one that includes an 
artistic component.

Abstract
Poetry written for display in 3D digital space presents challenges for blind or visually impaired readers.  One approach to making 

3D poetry more accessible is to design real-world 3D models of the poetry lines so they can be touched and made audio responsive. 
The unpredicted effect of making talking tactile poetry models is that they now can be viewed as works of mixed medium art. Some 
of them have even been accepted into juried tactile art shows, which are becoming more common in national and international art 
centers, museums, and art galleries.  This report explains how 3D laser cutting technology is used to make audio-responsive 3D 
poetry mixed medium art pieces highlighted by a “Best in Show” award at a national art show in October 2019 for a piece titled 
“Ferris Haiku”. It is of interest to note that making 3D poetry accessible can also lead to a tactile mixed medium art piece. 

Keywords: 3D laser cut, poetry as art, acrylic sheets, accessibility
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